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Preface to the Series

Experimental life sciences have two basic foundations: concepts and tools. The Neuro-
methods series focuses on the tools and techniques unique to the investigation of the nervous
system and excitable cells. It will not, however, shortchange the concept side of things as
care has been taken to integrate these tools within the context of the concepts and questions
under investigation. In this way, the series is unique in that it not only collects protocols but
also includes theoretical background information and critiques which led to the methods
and their development. Thus it gives the reader a better understanding of the origin of the
techniques and their potential future development. The Neuromethods publishing program
strikes a balance between recent and exciting developments like those concerning new
animal models of disease, imaging, in vivo methods, and more established techniques,
including, for example, immunocytochemistry and electrophysiological technologies. New
trainees in neurosciences still need a sound footing in these older methods in order to apply
a critical approach to their results.

Under the guidance of its founders, Alan Boulton and Glen Baker, the Neuromethods
series has been a success since its first volume published throughHumana Press in 1985. The
series continues to flourish through many changes over the years. It is now published under
the umbrella of Springer Protocols. While methods involving brain research have changed a
lot since the series started, the publishing environment and technology have changed even
more radically. Neuromethods has the distinct layout and style of the Springer Protocols
program, designed specifically for readability and ease of reference in a laboratory setting.

The careful application of methods is potentially the most important step in the process
of scientific inquiry. In the past, new methodologies led the way in developing new dis-
ciplines in the biological and medical sciences. For example, Physiology emerged out of
Anatomy in the nineteenth century by harnessing new methods based on the newly discov-
ered phenomenon of electricity. Nowadays, the relationships between disciplines and meth-
ods are more complex. Methods are now widely shared between disciplines and research
areas. New developments in electronic publishing make it possible for scientists that
encounter new methods to quickly find sources of information electronically. The design
of individual volumes and chapters in this series takes this new access technology into
account. Springer Protocols makes it possible to download single protocols separately. In
addition, Springer makes its print-on-demand technology available globally. A print copy
can therefore be acquired quickly and for a competitive price anywhere in the world.

Saskatoon, Canada Wolfgang Walz
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Preface

Optogenetics—as the name suggests—coalesces multiple disciplines in Biomedicine, Optics,
and Biotechnology, and now, almost 12 years after the publication of the first seminal paper,
it may be safe to state that optogenetics truly revolutionized neuroscience.

For the first time, a causal interrogation of neuronal circuitry with millisecond precision,
cell-type specificity, and minimal invasiveness became a reality. As a result, optogenetic
techniques have pervaded almost all disciplines and fields of neuroscience over the years,
from applications in brain slices to in vivo application in rodents, zebrafish, C. elegans, and
nonhuman primates, and with clinical applications now just on the horizon. What is more,
optogenetics allowed for the combination with already well-established readouts, such as
single-cell electrophysiology, electric population recordings, functional magnetic resonance
imaging, and, more recently, optical methods such as 2-photon calcium imaging.

The research questions involving optogenetics are equally diverse, including the modu-
lation of stem cell differentiation in mouse brain, of C. elegans behavior, and the causal
dissection of sensory processing in nonhuman primates.

While many scholarly articles and books exist on each of these methods and animal
models, from viral vectors to electrophysiology and behavior, there are unique requirements
for each step of the optogenetic approach. In fMRI, for instance, imaging coils need a lead-
through for an optic fiber. Likewise, viral vectors need to accommodate the sequences of
promoter, opsin, and fluorophore. Some research questions may not require any sophisti-
cated cellular targeting tools, but rather the implementation of a complicated readout
interfering with optical interrogation, while others may center on a novel promoter in
combination with fairly standard opsins and analytical tools.

And maybe most importantly, a project involving optogenetics has to entail tailored
control experiments addressing both a potential interaction of light with the readout
method and the potential effect of light itself on neuronal physiology.

Still, even after more than a decade, a successful implementation of optogenetics
requires expertise in multiple fields, and each step of the way poses individual challenges
and takes considerable time and efforts.

This book should guide both the optogenetics newbie and the expert through all the
steps required for the implementation of optogenetics in neuroscience. It should empower
the reader to identify the critical aspects of each methodological step and to decide on the
necessary level of complexity to address the respective research question.
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This book is structured along the optogenetics work flow, starting with viral vectors,
followed by targeting strategies, choice of opsins, animal models, and readouts, and closing
with applications in systems neuroscience and an outlook on clinical applications. Due to the
unique format of this series, the reader will be able to gain in-depth knowledge of each
procedure, yet each chapter only deals with those aspects of the method that are relevant
from an optogenetics perspective. For example, the chapter on viral vectors deals exclusively
with those viruses that can be used for gene delivery of opsins, and in the chapter on optical
readouts, the complex problem of the crosstalk of opsins and optical reporters will be
discussed in detail. The chapters comprise a review-like introduction of the current state
of the art in the field, followed by a methodological step-by-step manual. Furthermore, a
Notes section describes typical roadblocks and offers hands-on advice, and each chapter
concludes with an outlook. Clearly, this book cannot cover all procedures and approaches in
detail, but it should serve as a guide covering the most relevant aspects. I am very thankful to
the series editor Wolfgang Walz and the entire team at Springer for supporting this concept.
Lastly, I wish to express my deepest gratitude to all authors, many of whom I had the
pleasure of working with since the early days of optogenetics.

May this book be of help and of inspiration particularly to the new generation of
neuroscientists.

Mainz, Germany Albrecht Stroh
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André Berndt

4 Optogenetic Control of Intracellular Signaling: Class II Opsins. . . . . . . . . . . . . . . 63
Erik Ellwardt and Raag D. Airan

5 Optogenetics in Stem Cell Research: Focus on the Central Nervous
System. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Johannes Boltze and Albrecht Stroh

6 Optogenetic Applications in the Nematode Caenorhabditis elegans. . . . . . . . . . . . 89
Katharina Elisabeth Fischer, Nathalie Alexandra Vladis,
and Karl Emanuel Busch

7 Optogenetic Interpellation of Behavior Employing
Unrestrained Zebrafish Larvae. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
Soojin Ryu and Rodrigo J. De Marco

8 Combining Optogenetics with MEA, Depth-Resolved LFPs
and Assessing the Scope of Optogenetic Network Modulation . . . . . . . . . . . . . . . 133
Jenq-Wei Yang, Pierre-Hugues Prouvot, Albrecht Stroh,
and Heiko J. Luhmann

9 Concepts of All-Optical Physiology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
Jan Doering, Ting Fu, Isabelle Arnoux, and Albrecht Stroh

10 Two-Photon Optogenetics by Computer-Generated Holography. . . . . . . . . . . . . 175
Eirini Papagiakoumou, Emiliano Ronzitti, I-Wen Chen,
Marta Gajowa, Alexis Picot, and Valentina Emiliani

11 Optophysiology and Behavior in Rodents and Nonhuman Primates. . . . . . . . . . . 199
Golan Karvat and Ilka Diester

12 Employing Optogenetics in Memory Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
Limor Regev and Inbal Goshen

13 Towards Opto-Magnetic Physiology: Concepts and Pitfalls of ofMRI . . . . . . . . . 257
Miriam Schwalm, Eduardo Rosales Jubal, and Albrecht Stroh

14 Optogenetics: Lighting a Path from the Laboratory to the Clinic . . . . . . . . . . . . . 277
Hannah K. Kim, Allyson L. Alexander, and Ivan Soltesz

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301



Contributors

ANTOINE ADAMANTIDIS � Department of Neurology, Inselspital University Hospital,
University of Bern, Bern, Switzerland; Department of Clinical Research, Inselspital
University Hospital, University of Bern, Bern, Switzerland

RAAG D. AIRAN � Department of Radiology, Neuroimaging and Neurointervention,
Stanford University, Stanford, CA, USA

ALLYSON L. ALEXANDER � Department of Neurosurgery, Stanford University, Stanford, CA,
USA; Department of Neurosurgery, University of Colorado School of Medicine, Aurora,
CO, USA

ISABELLE ARNOUX � Focus Program Translational Neurosciences and Institute for Microscopic
Anatomy and Neurobiology, University Medical Center of the Johannes Gutenberg
University Mainz, Mainz, Germany
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Chapter 1

A Hitchhiker’s Guide to the Selection of Viral Vectors
for Optogenetic Studies

Kimberly R. Thompson and Chris Towne

Abstract

The very first article to describe optogenetics in neural systems used viruses as delivery vectors (Boyden
et al., Nat Neurosci 8(9):1263–1268, 2005). Since then, viral-mediated gene delivery has become the
method of choice for opsin expression in the field. There are many classes of viruses, each with unique
attributes that can be taken advantage of to serve specific experimental needs. For example, precise cellular
targeting can be achieved by exploiting the propensity of different vectors to transduce specific cell types.
Distinct anatomical inputs or outputs to defined regions can be identified and manipulated by choosing
vectors for opsin expression with retrograde or anterograde trafficking abilities. Some vectors also have the
capability to spread between synaptically connected neurons, and this holds great potential for the
determination of structure–function relationships across complex networks. Here we review the major
viral vector types used in optogenetic studies and offer a detailed protocol for the production of adeno-
associated virus, which has become the most popular vector for optogenetic applications. This chapter is
intended to provide an understanding of basic principles in vectorology and to serve as a user’s guide to aid
in the selection of appropriate vector. The engineering of recombinant viruses promises to expand the level
of experimental precision and control, and may one day even lead to effective optogenetic therapies.

Key words Viral-mediated gene delivery, Viral vector, Optogenetics, AAV, Lentivirus, Canine adeno-
virus, Herpes simplex virus, Rabies virus, Anterograde, Retrograde

1 Introduction

A central goal in neuroscience is the definition of precise cell
populations and network connections that constitute functional
circuits controlling complex behaviors and emotional states. The
unprecedented level of genetic, spatial, and temporal resolution
provided by optogenetic tools has enabled the exploration of
detailed experimental hypotheses in awake, behaving animals (see
Chaps. 11 and 12). Several methods can be used to introduce
opsins into live cells including DNA transfection, electroporation,
and transgenic expression systems. However, expression through
viral-mediated gene delivery provides a superior ability to flexibly
target any brain region in a variety of species of wild-type or

Albrecht Stroh (ed.), Optogenetics: A Roadmap, Neuromethods, vol. 133,
DOI 10.1007/978-1-4939-7417-7_1, © Springer Science+Business Media LLC 2018
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transgenic models. The resulting tidal wave of investigation across a
number of neurobiological disciplines is rapidly accelerating our
understanding of neural systems.

Viruses make ideal vehicles for transgene delivery because they
naturally penetrate into host cells and efficiently exploit the native
transcription machinery to drive the expression of viral genes.
Engineered vectors can be generated by substituting the viral
genome with sequences that encode for opsin expression under
the control of a specific gene promoter. There are numerous viral
expression systems, each with unique properties to suit different
experimental applications. Here we review the viruses most com-
monly used for optogenetic studies that include lentivirus, adeno-
associated virus (AAV), canine adenovirus, herpes simplex virus,
and rabies virus (Table 1). We highlight the advantages and dis-
advantages of each and provide a discussion of the practical factors
and caveats that should be considered when making a choice of
vector. AAVs currently represent the most widely applied means of
delivering opsins into intact systems. These can be obtained
through virus production facilities such as the vector cores at Stan-
ford University, University of North Carolina, Chapel Hill, and
University of Pennsylvania. However, they can also be easily pro-
duced in biosafety level 1-certified tissue culture facilities within
1–2 weeks (biosafety level 2 for protocols involving helper virus).
We therefore describe a detailed step-by-step protocol for the
production of AAV vectors and provide additional guidance on
quality control measures and viral titering. Future directions of
the field will be discussed in conclusion.

2 Viral Vector Expression Systems

Viral expression systems have greatly facilitated optogenetic studies
in rodent, zebrafish, and primate models [1, 2]. They are fast,
versatile, and can be implemented without the need for transgenic
lines. Viral vectors drive robust levels of opsin expression, which is
critical for efficient optical activation. Furthermore, they allow for
intersectional targeting strategies to achieve both genetic and ana-
tomical specificity. Each viral vector has distinct advantages and
disadvantages that should be considered when planning an
experiment.

2.1 Lentiviral Vectors Lentiviruses (LV) have enveloped, single-stranded RNA genomes
and belong to the retroviral family [3, 4]. After transduction, they
stably integrate into the host chromosome to achieve permanent
expression that is passaged to the progeny of dividing precursors.
LVs are therefore suitable for use in mitotic as well as post-mitotic
cell types, and they have been used successfully to transduce stem
cells [5] (see Chap. 5). In post-mitotic cells, LV vectors integrate at

2 Kimberly R. Thompson and Chris Towne
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random, whereas integration preferentially occurs into active gene
sites in dividing cells [6]. Little or no inflammatory or immune
responses are found with LVs compared to earlier gene delivery
vectors such as adenovirus that contained remnant viral genes
[7–9].

The transduction preference for specific cell types, known as
viral tropism, is determined for LV vectors by the particular glyco-
proteins that are expressed on the particle surface. These determine
which membrane receptor the virus can bind to and thereby gain
access into a host cell. Tropism can be modified by pseudotyping,
which is the expression of glycoproteins from other viruses that
function to alter or enhance the native tropism [10]. The most
common pseudotyping method for LVs is the vesicular stomatitis
virus glycoprotein (VSVg) that has wide tropism thereby facilitating
infection into both neurons and glia [11]. The genome capacity for
LV vectors is 8–10 kb for maximal packaging efficiency, which
allows for the expression of larger transgene constructs when com-
pared to AAV vectors that have smaller packaging capacity [12].
However, the larger viral particle size of 100 nm limits the diffusion
of LVs in vivo and as such, limits the spread of the vector compared
to the smaller AAVs [13, 14]. Lentivirus can be easily produced
using standard tissue culture techniques [2] and so has become
widely adopted for optogenetic studies in rodents [15, 16] and in
primates [17, 18].

2.2 Adeno-

Associated Virus

Adeno-associated virus (AAV) belongs to the parvovirus family
owing to its single-stranded DNA genome that does not contain
an envelope membrane [19]. After receptor-mediated endocytosis
at the somatic compartment and transfer into the nucleus, the
transgene-encoded proteins are synthesized, transported antero-
gradely out to the axon terminals and integrated into the mem-
brane to allow optogenetic modulation of axonal projections.
Retrograde transport of the AAV particle from the nerve ending
to the cell body is also possible for various serotypes of AAV
[19–21]. Recombinant AAV genomes do not readily integrate
into the genome and rather exist as episomal DNA concatemers
(multiple DNA strands aligned head to tail) within the nucleus
[22]. Because of this, the AAV genomes become diluted upon cell
division, rendering AAVs less desirable for use in mitotic popula-
tions [23] (see Chap. 5). In nondividing cells such as neurons,
AAVs have become the vector of choice as they drive long-term
stable expression with low immunogenicity [24]. Additionally, they
have proven to be safe in clinical trials in humans targeting the brain
[25] and other tissues [24]. The primary shortcoming of AAV
vectors is their <4.7 kb packaging capacity which is limited com-
pared to other vectors. Although most optogenetic proteins fit
easily within this genome, the limited space restricts use of very
large promoter fragments that confer expression specificity [12].
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Regardless, a high level of neural specificity can be achieved with
the reduced human Synapsin (hSyn) or CaM kinase II alpha
(CaMKIIα) promoters that are frequently used in optogenetic
studies. Interestingly, self-complementary AAVs (scAAVs) have
recently been developed that overcome the rate-limiting step of
DNA synthesis required by the single-stranded DNA genome for
transgene expression. These scAAVs have been engineered to con-
tain already double-stranded DNA, which significantly shortens
viral incubation time but at the expense of a further limited pack-
aging capacity by about one half (2.4 kb) [26, 27].

There are numerous naturally occurring AAV serotypes with
distinct capsid proteins that confer specific properties such as infec-
tivity for a specific cell type, preference to enter via axon terminals,
or tissue diffusion [28]. Different serotypes have distinct sequences
required for replication and packaging of the viral genome that are
known as inverted terminal repeats (ITRs). By pseudotyping with
various packaging systems, recombinant AAV hybrids can be
formed. For example, AAV serotype 2 (AAV2) is the best-
characterized natural serotype and it has been widely used to gen-
erate recombinant forms such as AAV2/5 (commonly referred to
simply as AAV5; nomenclature adopted throughout this chapter)
that has the ITRs from AAV2 and the capsid proteins from AAV5
[28]. Molecular engineering is constantly deriving new AAV
hybrids that express novel tropisms with improved potency and
cell type-selectivity [29].

AAV serotypes 1, 2, 5, 6, 8, and 9 have been successfully used
to express opsins in rodent models while AAV 1, 5, and 8 have been
utilized in primates (see Table 2 for references). A pronounced
difference has been observed between AAV2 and AAV5 in the
degree of viral spread through tissue, mainly due to differences in
relative distribution of potential binding partners throughout the
tissue [16, 20]. AAV5 diffuses broadly from the injection site and
provides the best coverage for labeling large structures like the
hippocampus or striatum. In comparison, injection of AAV2 results
in relatively restricted expression patterns, which can be an advan-
tage for targeting smaller structures like the habenula, or when it is
desired, to restrict modulation to a subregion, such as the prelimbic
region of the cortex. As a general guide, the spread of the virus in
the brain increases from AAV2 < 1 & 6 < 5 < 8 < 9 but this must
be confirmed empirically for each region and cell type. Of interest,
AAV9, when injected peripherally, has been found to cross the
blood–brain barrier to infect both neurons and glia cells of the
brain. This attribute is currently being explored for its potential
utility as a vector for gene therapy [49–51]. One recently developed
recombinant serotype is AAV-DJ, which is a hybrid capsid derived
from eight different serotypes that displays very high infectivity
across a broad range of cell types [52]. AAV-DJ is gaining popular-
ity in optogenetic approaches since researchers are finding that viral
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incubation times can be significantly shortened due to the robust
potency of the vector [31–33].

2.3 Canine

Adenovirus

Adenovirus, belonging to the adenoviral family, contains double-
stranded DNA with no surrounding membrane. Its usefulness as a
viral vector in gene therapy has been limited due to toxicity issues
and to the presence of preexisting neutralizing antibodies in the
majority of the population [53]. For this reason, canine adenovirus
[47] was developed based on the CAV-2 vector strain that has low
levels of seropositivity in human populations [54]. CAV-2 has great
potential for optogenetic studies because it preferentially infects
axon terminals and travels retrogradely to the neuron cell body,
allowing the precise identification of input neurons to a defined
region [54–57]. CAV vectors have a scalable production process
and can be produced at clinically relevant titers. They are replication
defective and do not integrate into the host genome [19]. They
have the additional advantage of supporting a large packaging
capacity of up to around 30 kb. In optogenetic studies, CAV-
2 has been used to drive opsin expression directly [58] or indirectly
through the expression of Cre-recombinase [59].

2.4 Herpes Simplex

Viral Vectors

Herpes simplex virus (HSV) is an enveloped, doubled-stranded
DNA virus from the herpesvirus family. It has broad tropism and
is known to drive strong and rapid expression within 1–2 weeks in a
range of species including rodents and zebrafish [60–62]. Some
issues with stability of expression due to inflammatory reactions
have been reported with HSV approaches [60, 63]. However, a
major advantage of HSV is that it has an extremely large (150 kb)
packaging capacity that can accommodate long sequences of for-
eign DNA such as full-size promoter sequences for tight cell type-
specific expression. Replication incompetent HSV vectors do not
cross synapses but they have the ability to transduce axon terminals

Table 2
AAV serotypes used in optogenetic studies

AAV serotype Species Structure Optogenetic references

1,2,5,8,9, DJ Rodent CNS: Brain [16, 30–34]

2 Rodent CNS: Retina [35–37]

6,8 Rodent PNS: Sensory [38, 39]

6 Rodent PNS: Cochlea [40]

6 Rodent PNS: Motor [41]

1,9 Rodent Cardiac Muscle [42–44]

9 Rodent Skeletal muscle [45]

1,5,8 Primate CNS: Brain [17, 46–48]
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and travel retrogradely to the neuron cell body. This provides a
means for targeting neurons based on connectivity. However, HSV
is also known to traffic to some extent in an anterograde direction
so care must be taken when designing experiments. Several opto-
genetic studies have taken advantage of HSV-1 for cell body [64,
65] or projection-specific manipulations [66].

2.5 Rabies Virus Rabies virus (RV) is an enveloped negative-strand RNA virus from
the rhabdovirus family that selectively infects neurons but not glia
[67]. RV vectors have become powerful tools for circuit mapping
because they infect axon terminals and then spread exclusively in a
retrograde direction between synaptically connected neurons [68,
69]. This allows for the transsynaptic labeling of neuronal circuits
across a theoretically unlimited number of synapses. For some
peripheral sensory neurons, however, the strict retrograde direc-
tionality is not maintained [70, 71]. RV has been used as an
effective tool to optogenetically decipher input-specific functional
roles for neurons projecting to midbrain dopamine neurons [72].

A major advancement in the field was achieved with the devel-
opment of a method to restrict viral spread to only the cells that are
monosynaptically connected to the infected neurons. This glyco-
protein (G)-deleted rabies virus (RVdG) approach has become
extremely useful for circuit mapping because it both enables the
spread of RV to be monosynaptically restricted and allows the
primary infection to be restricted to genetically defined cell popula-
tions [73, 74]. Indeed, RVdG has facilitated many elegant neuronal
tracing studies that precisely map inputs to defined cell types
[75–78]. RVdG vectors can accommodate genome sizes of around
1–3 kb and variants have also been developed that successfully
encode ChR2 [79, 80]. A similar approach was recently developed
known as “tracing the relationship between input and output” or
TRIO (also cTRIO for cell type-specific tracing), that combines
with CAV-driven retrograde targeting to allow for an increasingly
sophisticated definition of multiple nodes of connectivity [81, 82].
Such unbiased anatomical mapping has enormous potential if it can
be combined with optogenetics to establish causal relationships
between circuit activity and behavior. However, one caveat for
optogenetic use is that RVdV infection invariably kills neurons
after 2 weeks of expression. Multiple observations suggest that
cells are viable for at least 1 week after infection so it is advisable
to conduct studies within this time frame [73, 74, 80]. Recently,
novel engineered forms of RVdG have been published that have
improved cell heath and tracing efficiency [83, 84].
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3 Considerations for Selection of Expression System

The choice of viral vector is complex and depends on the particular
details of the experimental question at hand. Table 3 outlines the
major factors influencing choice of vector and provides guidance to
aid in the decision-making. The most widely applied vectors in
optogenetics are LV and AAV. One of the first considerations for
choice of vector is whether the target cell type is mitotic or post-
mitotic. As discussed above, LVs stably integrate into the host
genome and are therefore suitable for both types, whereas AAVs

Table 3
Major experimental factors impacting the choice of viral vector

Factor Decision guidance

Species LV and AAVare commonly used in rodents and primates but do not work well
for zebrafish. RV and HSV effective for rodent, primate, and zebrafish
models

Cell type mitotic or
post-mitotic

LV integrates into the genome so suitable for both dividing and non-diving
cells. AAV, CAV, HSV, and RV all remain episomal and so are suitable for
post-mitotic cell populations only

Vector genome size The maximal transgene packaging capacity increases from RV < AAV < LV <
CAV < HSV. AAV is sufficient to drive an opsin tagged with a fluorescent
protein under the control of a common gene promoter but does not
accommodate large cell type-specific promoters. CAV and HSV allow for
larger cell type-specific promoters and for multiple promoters or transgenes
to be driven from the same vector

Duration of expression LV, AAV, and CAV drive stable expression over long durations. Toxicity issues
have been associated with HSV and RV, which limit their utility for long-
term study. Notably, the window for optimal cell health is under 2 weeks
following transduction with RV

Expression level AAVs can be produced as high titer stocks and infect cells with multiple vectors
so expression is generally high. CAV drives similar high-level expression.
Expression with LV and HSV tends to be more modest

Viral spread The small size of AAV facilitates diffusional spread over wide areas of tissue.
LVs have a large particle size and show restricted diffusion in vivo, which
makes it effective for targeting small regions or subfields of a structure

Antero/retrograde
labeling

In general LV and AAV infect neurons at the soma and the transgene products
travel in an anterograde direction towards the axonal projections. CAV and
RV are taken up at the axon terminals and transported retrogradely to
identify the input neurons to a defined region. HSV is transported in both
directions, although most strongly in the retrograde direction.

Viral production
difficulty

LV is easily produced in tissue culture facilities. AAV production is a bit more
complicated but can be produced using standard tissue culture techniques
and an ultracentrifuge. CAV, HSV, and RV vectors are not as straightforward
to produce.
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remain episomal and are therefore unable to support stable, long-
term expression in dividing cells. A main challenge in viral targeting
is that the genome size contained in a viral capsid is limited. LV can
package larger gene fragments of up to 9 kb [12] compared with
AAV systems where 4.7 kb is the upper limit [85, 86]. Additionally,
AAVs spread more effectively in tissue than LVs because they are
smaller and able to diffuse further away from the injection site. AAV
is therefore recommended when larger area coverage is desired,
whereas LV is preferred when greater spatial specificity is needed,
for example when it is desired to target subfields of a structure, such
as the CA1 region of the hippocampus [87]. Although AAVand LV
can infect a wide range of species including rodents and primates,
they are not suitable for expression in zebrafish, for which HSVand
RV are more effective [62, 88].

When it comes to choice of vector for retrograde labeling
studies, several factors should be considered. HSV provides the
largest packaging capacity of up to around 150 kb, which is suffi-
ciently large to accommodate a full-sized cell type-specific pro-
moter, transgene and fluorescent reporter. This can be especially
useful if multiple transgenes are driven from the same promoter or
if multiple promoters are desired. HSV, however, typically drives
lower expression levels and is associated with toxicity [63].
Although CAV has the capacity to encode a smaller transgene of
up to around 30 kb, this is sufficient for most opsin inserts and the
level of expression and long-term cell health are comparatively
higher. Among transsynaptic vectors, RV provides the most faithful
representation of anatomical projections because the labeling is
very robust. It is also the vector of choice for specificity since it
travels exclusively in the retrograde direction.

4 Potential Pitfalls of Viral Gene Delivery

Viral-mediated gene delivery is associated with certain limitations
that must be taken into account when designing, executing, and
interpreting optogenetic experiments. In general, viral expression
reduces with distance from the injection site due to multiplicity of
infection, resulting in different levels of opsin expression across the
cells so expression should not be expected to be uniform through-
out the entirety of a targeted structure. There may also be signifi-
cant adverse effects on cell health due to high levels of non-
endogenous protein expression so caution must be taken when
interpreting effects (see Chap. 8 for examples of overexpression).
This is especially true when working with RV vectors that are
known to have long-term toxicity issues. Since it is likely that cell
function is compromised well before signs of cell death, it is critical
to design appropriate control conditions. Comparing behavioral
“light off” values across different cohorts is central to evaluating
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deleterious viral effects. Likewise, histological analysis after the
experiment should be performed to confirm lack of cell toxicity.
Indeed, even the relatively nontoxic AAV vectors may cause cellular
abnormalities when expressed over long time periods at high titer,
especially when used in combination with a strong gene promoter
[89]. Users should also be aware that contaminants might be
present in viral preparations, such as impurities and endotoxin,
which could influence immune responses and cell health, highlight-
ing the importance of quality control for sensitive applications
(discussed below).

5 A Simple AAV Production Protocol for Optogenetic Studies

AAV has become the vector of choice for optogenetic studies in
rodents due to its high neural tropism and relatively low inflamma-
tory response compared to other vectors. The main limitation of
AAV, its relatively small packaging capacity, is not a major impedi-
ment since the size of the microbial opsins readily fits within the
recombinant viral genome. For the above reasons we therefore
present an optogenetic vector production protocol for AAV.

This section describes a simple and robust method to produce
high-quality AAV of any serotype using off-the-shelf materials in a
short time frame. AAV is generated through an adenovirus free
triple transfection method as described previously [90, 91] that is
devoid of helper viruses and thus permits the production to be
performed in a biosafety level 1 laboratory. HEK 293 cells are
transfected via calcium phosphate with (1) an opsin plasmid that
contains the optogenetic gene sequence flanked by inverted termi-
nal repeats (ITR), (2) a packaging plasmid that contains the Rep
(replication) and Cap (capsid) genes required to recognize the ITRs
and package their flanked sequences into the virion, and (3) a helper
plasmid that supplies the remaining adenovirus proteins required
for AAV construction. Forty-eight hours after transfection, the
AAV particles are generated and remain within the nucleus. The
cells are lysed and the homogenates are added to a chemical gradi-
ent where ultracentrifugation separates the AAV from cell debris.
Without access to an ultracentrifuge, heparin columns can be used
instead to purify AAV serotypes that bind heparin (AAV2 and
AAV6) [92]. However, chemical gradients (iodixanol or cesium
chloride) are preferable as they offer higher purity and can be
used to purify all serotypes [93]. We describe the iodixanol protocol
in this chapter, as this method is more rapid than cesium chloride
(2 h vs. 3 days) while producing virus of equal titer and quality
[94]. After purification, the purified AAV undergoes titration and
quality control prior to stereotaxic injection into the rodent brain.
The complete workflow is summarized in Fig. 1.
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5.1 Cloning, Cell

Culture and

Transfection

1. AAV expression plasmids (pAAV:MCS, multiple cloning site),
packaging plasmids and adenovirus helper plasmids are avail-
able for purchase from multiple vendors. Note that the packag-
ing plasmid encodes for the serotype and should be specified at
time of purchase. The opsin expression plasmid can be
obtained from the Deisseroth laboratory at Stanford by follow-
ing instructions on the Stanford University Optogenetics
Resource Center (http://web.stanford.edu/group/dlab/
optogenetics/). This site is maintained regularly and lists all
the available opsins (>100) published by the laboratory. Alter-
natively, novel opsin genes can be cloned directly into the
pAAV:MCS expression plasmid using conventional molecular
biology techniques.

2. Maintain 293 cells with growth media in a humidified incuba-
tor with 5% CO2. Passage cells 1:3 twice per week towards
maintaining a stable high-quality cell line.

3. Split confluent 293 cells on the afternoon before transfection at
1:4 into 15 cm plates. 12 � 15 cm plates are used for a typical

Rep Cap

E2A E4 VA

Opsin gene

Ad helper plasmid

Packaging plasmid

Opsin plasmid

1. Cloning 2. Culture and Transfec�on

3. AAV Purifica�on 4. Titra�on and Quality Control 5. In vivo Delivery

48 hours

+CPOpsin gene

pAAV:MCS

Isolate and
lyse cells Centrifuge

SDS PAGE gel
Iodixanol gradient

Cultured 293 cells Packaged AAV in 293 cells

*
Aliquot and

test Injection

Stereotaxic Delivery

Purified AAV:opsin

Fig. 1 Workflow of AAV production for optogenetic studies. The opsin of interest is cloned into the AAV
backbone between the inverted terminal repeats (ITRs) to create the opsin plasmid. Recombinant AAV is
produced by triple transfection of the opsin plasmid along with the AAV structural plasmid and Adenovirus
helper plasmid into 293 cells. Forty-eight hours later, cell homogenates are loaded onto an iodixanol gradient
and centrifuged to separate the AAV from the cellular debris. The AAV then undergoes titration and quality
control prior to stereotaxic injection into the rodent brain
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production run capable of producing enough virus for a sub-
stantial number of optogenetic studies in rodents.

4. The next day the cells should be approximately 60% confluent.
Two hours before transfection, change the growth medium to
fresh media minus serum.

5. Add 180 μg of the opsin plasmid and a 1:1:1 molar ratio of the
packaging and helper plasmids to 2.78 mL of 2.5 M CalCl2.
Bring the volume to 27.75 mL with H2O. Prepare three indi-
vidual 50 mL conical tubes containing 9.25 mL of 2� BES
buffered saline (BBS) (Sigma-Aldrich, St Louis, MO, 14280).
Add 9.25 mL of the DNA/CaCl2 solution dropwise (under
gentle vortexing) to each of the 9.25 mL 2� BES buffered
saline containing tubes.

6. Incubate the mix for approximately 3 min at room tempera-
ture. The solution should turn opaque but no solids should be
visible.

7. Remove the 293 cells from the incubator. Add 4.63 mL of the
transfection mix gently to the cells of each 15 cm plate by
distributing the drops uniformly across the surface. Mix the
solution in a cross “T” manner and return cells to the
incubator.

5.2 AAV Isolation 1. Four days following transfection, scrape the cells from the
bottom of the plates and centrifuge for 20 min at 4700 rpm
(3433 � g) in a standard benchtop centrifuge.

2. Aspirate the media supernatant and resuspend the cells in a
total volume of 7 mL of 1� gradient buffer (GB). GB will be
used in the iodixanol gradient and a 10� solution is prepared
by combining 10 mL 1 M Tris (pH 7.6), 30 mL 5 M NaCl,
10 mL 1 M MgCl2 and 50 mL ddH2O. This solution is then
sterilized using a 0.22 μm vacuum filter.

3. Pool the cells into a single 50 mL conical tube. Cells are lysed
through multiple freeze/thaw cycles. Submerge the tube into a
container of liquid nitrogen for 10 min. Loosen the cap in a
biosafety hood to equilibrate air pressure and then re-tighten
the cap. Transfer the tube to 37 �Cwater bath until the cells are
thawed.

4. In a biosafety hood, triturate the cell suspension through a 23G
needle attached to a 20 mL syringe to aid cell lysis while
avoiding the introduction of air bubbles.

5. Repeat the freeze/thaw cycles an additional three times and
then transfer the cells to a 37 �C water bath.

6. Add 50 U/mL benzonase and incubate at 37 �C for 1 h. Swirl
the tube every 15 min to help break down the DNA to reduce
viscosity of the solution.
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7. Centrifuge the suspension at 3700 rpm (2128� g) for 3 min at
18 �C. Decant the supernatant into a fresh 50 mL conical tube
and move immediately onto the next step or freeze at �20 �C
to proceed on another day.

5.3 AAV Purification

Through Iodixanol

Gradient

1. Prepare iodixanol solutions of four different concentrations
(15, 25, 40 and 58%). Iodixanol can be purchased from
Sigma under the synonym OptiPrep™ Density Gradient
Medium (Sigma-Aldrich, D1556). The 15, 25, 40 and 58%
solutions are prepared by adding 40, 46.67, 64 or 96.67 mL
iodixanol to 15, 11.2, 9.6 and 3.33 mL of 10� GB, 32, 0,
0 and 0 mL of 5 M NaCl, 72, 56, 22.4 and 0 mL ddH2O, and
0, 280, 0 and 280 μL of 5 mg/mL Phenol Red, respectively.
The Phenol Red aids in visualization of the layers within the
tube.

2. The iodixanol gradient is built in a quick-seal centrifuge tube
(Beckman Coulter, Brea, CA, 344326) and started by adding
the 15% solution to the bottom of the tube using 20 mL
syringe with a long 18G needle (Fig. 2a).

3. The subsequent layers are added below the previous layer by
placing the syringe needle each time to the bottom of the tube

Add each
layer below

previous

Slowly drip
virus onto
gradient

Start with
15% soln

Heat seal Centrifuge
Top up
with GB

15%

25%

40%

58%

Virus

GB

Virus

Cell debris

Virus layer

Extraction
syringe

Airflow
syringe 40% (clear)

58% (pink)

25% (pink)

virus
layer

cell
debris

a b

utility
clamp

Fig. 2 The use of iodixanol gradients in AAV production. (a) Schematic of various steps in the generation of an
iodixanol gradient and its use to separate AAV from cellular debris. (b) A picture of an iodixanol gradient post
centrifugation prior to extraction by syringe. A faint grey band can be observed between the 40% and 58%
layers where the virus is located
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and injecting slowly. Avoid the generation of bubbles that
could result in mixing of the layers.

4. After the gradient has been built, the transfection homogenate
containing the AAV from the previous section is carefully added
to the top of the gradient in a drop wise fashion. This step can
be achieved using a small 20G needle.

5. Add 1�GB to fill the remaining empty volume of the tube and
seal the tube using a heating device.

6. Centrifuge the gradient at 48,000 rpm in a Beckman ultracen-
trifuge Type 70Ti rotor (169,538 � g) for 130 min at 18 �C.
Conversions are available online and should be used to ensure a
constant K factor.

7. Gently remove the tube and place it in a utility clamp attached
to a stand in the back of the biosafety hood (Fig. 2b). Care
should be taken to avoid agitating the tube that would result in
disturbing the layers and the separated virus.

8. Pierce a hole near the top of the tube using an 18G needle to let
airflow in. As the initial poke can sometime result in spurting of
the solution, first place a piece of laboratory tissue paper
around the tip of the needle to absorb the leakage. Likewise,
a 50 mL conical tube can be placed under the tube to catch
further run off.

9. To harvest the AAV, insert an 18G needle attached to a 5 mL
syringe 1–2 mm below the interface between the 40 and 58%
layers with the bevel of the needle facing up. The virus is visible
as a subtle grey tinge to the gradient. Extract carefully 3–5 mL
of solution, first with the beveled needle opening facing
upwards (approx. 2.5 mL), then with the bevel facing down-
wards to take the remained of the vector solution (approx.
1.5 mL). Note that most of the cell debris collects at the
interface between the 25 and 40% layers. Transfer the solution
to a 15 mL conical tube and go immediately to the next step.

5.4 AAV

Concentration and

Storage

1. Add 5 mL of 1�GB to the purified AAV prep to aid in diluting
out the iodixanol. Mix with a pipette.

2. Divide the mixture into two equal portions and load equally
onto two Amicon Ultra-4 Centrifugal Filter Unit with
Ultracel-100 membrane (Cole-Parmer, Vernon Hills, IL,
#EW-29969-78). Centrifuge at 4700 rpm (3433 � g) for
30 min at 18 �C using a standard benchtop centrifuge.

3. Aspirate flow through and add 3� of the remaining volume of
1� GB buffer to the viral concentrate. Mix gently with a
pipette and centrifuge at 4700 rpm (3433 � g) for an addi-
tional 20 min at 18 �C.
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4. Approximately 50–150 μL of AAV concentrate should remain
after centrifugation. Aliquot the mixture into low adhesion
cryovials and store at 4 �C for short-term storage (<2 weeks)
or freeze at �80 �C for long-term storage. You have success-
fully generated an optogenetic AAV construct.

6 AAV Titration and Quality Control

A wide array of protocols exists to measure the properties of pro-
duced recombinant AAV vectors. Titration methods report the
dose of the vector by a number of different means. Likewise, quality
control procedures give information regarding purity that may have
the potential to confound experiments, i.e., injection of a “dirty”
virus that causes inflammation and subsequent behavioral deficits.

6.1 Titer by

Quantitative PCR

Quantitative PCR is the most common method used to quantify
AAV stocks. The majority of optogenetic research articles report
AAV in these terms, i.e., vector genomes per milliliter (vg/mL).
The method uses primers (DNA probes) against the packaged
DNA vector genome that facilitate their amplification, under the
polymerase chain reaction (PCR), to levels that can be measured.
Briefly, the contaminating nonpackaged DNA (that would other-
wise artificially inflate the signal) is first degraded by using the
endonuclease DNAse. The capsid (protein shell of the vector) is
then digested with sodium hydroxide to release the packagedDNA.
Primers are added to the mixture and, along with a standard curve
of known DNA amounts, quantitative PCR determines the abso-
lute amount of vector genomes per volume. It is important to note
that this titration method is fast and reliable, however, does not
discriminate between incompletely assembled AAV particles and
AAV particles capable of carrying out a successful infection, i.e.,
having the correct topology required to bind its cognate receptor,
enter the cell, traffic through the cytoplasm and deliver the genome
to the nucleus. Indeed, nonfunctional AAV vectors will still be
measured as long as the DNA sequences that match the probes
are contained within the vector.

6.2 Titer by In Vitro

Infection

Unlike quantitative PCR, the in vitro infection method can be used
as a surrogate test for AAV infectivity in vivo. Titration can be
achieved in various ways that typically involve infecting 293 cells
(or other cells) and recording the number of cell infection (trans-
duction) events per volume, i.e., transducing units per milliliter
(tu/mL) as described previously [95]. Transduction is normally
measured by quantifying the number of cells transduced, either
on a plate using microscopy, or through FACS analysis. This
method is ideal when it is known that both the AAV serotype and
the promoter can function to infect and drive efficient expression in
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a particular cell type. However, situations may arise where an AAV
does not efficiently infect the cell type of interest (despite being
potent in vivo) or has a promoter that does not express, e.g., the
commonly used human synapsin promoter (hSyn) that does not
express in 293 cells. In the latter example, use of a neural cell line or
primary neuronal culture would facilitate titration. Despite the
clear benefits of in vitro titration, care should be taken to use this
method only when comparing AAV vectors of the same serotype
and promoter. Comparing in vitro titers of AAV vectors with dif-
ferent serotypes (that may infect the cell culture and brain at differ-
ent rates) or different promoters (that may express in cell culture
and brain at different levels) would not yield valid information.

6.3 SDS-PAGE for

Purity Analysis

In addition to viral titer, AAV purity is an important property that
can affect transduction efficiency [96] and safety profile [97] of an
AAV preparation. The simplest method to determine vector purity
is to perform sodium dodecyl sulfate–polyacrylamide gel electro-
phoresis (SDS–PAGE) followed by interrogation with a sensitive
nonspecific protein stain, e.g., Coomassie Brilliant Blue, SYPRO
Ruby or Silver Staining. By revealing all of the proteins in a prepa-
ration, one can ascertain the relative amounts of AAV capsid pro-
teins (VP1, VP2 and VP3) compared to any contaminating proteins
that might be present. A highly purified AAV production should
have only the three capsid proteins visible in the gel, or at least have
them staining substantially more than other non-capsid protein
bands. An example is given in Fig. 3a, where preparation 1 has

Fig. 3 Quality control for AAV preparations. (a) An SDS-PAGE gel stained with SYPRO Ruby for five AAV
preparations. Preparations 2–5 have three strong bands corresponding to capsid proteins VP1, VP2, and VP3.
Preparation 1 has multiple non-capsid protein bands and is considered a low purity production. (b) Electron
microscopy can be used to quantify the full to empty virus particle ratio. White arrows indicate the only two
AAV particles in the image field that are empty, while all the remaining viruses are packaged (single white
arrowhead given as example)
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only weak capsid proteins and significant contaminating bands (a
low purity vector), whereas preparations 2–5 have predominantly
VP1, VP2, and VP3 (high purity vectors). Further confirmation of
the identity of the capsid proteins can be achieved by immunoblot-
ting using an antibody against the VP antigen. While SDS-PAGE
can give a qualitative picture of the level of purity, it does not inform
on the nature of the impurities. One specific concern regarding
purity is the presence of agents that would cause inflammatory
reactions. Fortunately, a number of endotoxin assays are available
commercially to determine the gram-negative bacterial endotoxin
level in AAV preparations.

6.4 Electron

Microscopy for Full:

Empty Particle Ratio

While the analytical techniques described to this point can be used
to characterize viral vectors according to their properties, transmis-
sion electron microscopy, allows a direct visualization of the actual
AAV particle. The glow discharge method is commonly used to
make the support film on the grid more hydrophilic [98]. The
process of passing electrical current through argon gas produces a
glow of ionized argon atoms that bombard the surface of the plastic
film, resulting in a clean, negatively charged hydrophilic surface.
This process is advantageous in the case of AAV because it dis-
courages artificial aggregation of particles on the surface of the grid
and results in a more even stain with fewer gas bubble artifacts upon
drying. The main value of electron microscopy is that it allows
determination of the full to empty particle ratio. Empty particles
have a contrasted dot (or hole) in the center of the 20 nm particles,
whereas full particles are opaque. Figure 3b gives an example of a
preparation with a >95% full:empty ratio, with 2 empty particles
(arrows) shown in the field. Empty particles are incapable of trans-
duction and are therefore undesirable, however, it is not uncom-
mon that full:empty ratios of preps fall as low as 10%.

7 In Vivo Delivery

Following production and quality control, the opsin expressing
AAV vector is now ready to be introduced in vivo for optogenetic
studies. Direct stereotaxic injection of AAV into the brain provides
a rapid, inexpensive and powerful method to induce opsin expres-
sion in a region-specific manner. Cell type-specificity can be further
increased through the use of projection targeting methods, Cre-
driver transgenic mouse lines, or combinatorial approaches [99].
An example of a typical in vivo experiment would be the injection of
500 nL of 2 � 1012 vg/mL (1 � 109 vg total) of AAV2 expressing
ChR2-YFP under a CaMKIIα promoter into the prefrontal cortex
of an 8-week-old wild-type mouse (Fig. 4). In this case, the choice
of AAV serotype with low diffusional spread allowed opsin expres-
sion to be nicely confined to the excitatory neurons of the prelimbic
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region, without spreading into neighboring cortical areas. In addi-
tion to stereotaxic injection into the brain, AAV vectors have also
been used to deliver opsin proteins to the motor neurons [41] and
sensory neurons [38] of the peripheral nervous system.

8 Notes

The previous methodological chapter has described a protocol for
production of AAV vectors using calcium phosphate triple transfec-
tion following by iodixanol ultracentrifugation. The most common
problem associated with this protocol and other AAV protocols is
low viral titer. Decreased viral yields are typically a result of low
calcium phosphate transfection efficiency. Always test transfection
solutions for their efficiencies before carrying out large-scale vector
purifications. In addition, all transfection material should be at
room temperature before transfection. Another cause of low viral
titers is the use of 293 cells that have reached high passage numbers.
It is recommended to maintain a cell bank with vials of low passage
cells that can be thawed regularly to avoid the use of older cell
cultures. If transfection efficiency and cell age cannot account for
the low viral yield, samples can be taken at each step in the produc-
tion protocol (e.g., crude cell lysate, post-iodixanol, post-

Fig. 4 Anticipated results following in vivo targeting by stereotaxic microinjection. Stereotaxic guidance was
used to precisely inject 500 nL of AAV2-CaMKIIα-ChR2-YFP into the prelimbic region (PL) of the medial
prefrontal cortex of an 8-week-old mouse at coordinates anterior/posterior ¼ 1.8, medial/lateral ¼ 0.35,
dorsal/ventral ¼ �1.65 (coordinates relative to bregma). After 4 weeks of viral incubation, histology was
performed to confirm expression and proper anatomical targeting. The choice of AAV2 serotype and injection
volume allowed the expression to remain confined to the PL target region without spreading into the
neighboring cingulate cortex (Cg) or infralimbic (IL) regions. Scale bar ¼ 250 μm
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concentration) and measured for viral titer using quantitative PCR.
This will help ascertain at which step in the process the viral loss is
occurring.

9 Outlook

Viral vectors have greatly facilitated the implementation of optoge-
netics in awake, behaving animals. Now the challenge is to develop
improved vectors with unique properties that can address increas-
ingly sophisticated scientific questions. Towards this end, molecular
engineering efforts are underway to generate new viral variants by
rational design, which relies on current knowledge of viral biology
(e.g., molecular interactions between capsid and receptors) to alter
tropism [24, 100], facilitate the expression of larger genomes
[101], enhance potency [83], and improve cell health for longer-
term study [84]. Another powerful approach being used to derive
novel viral variants with unique properties is directed evolution
[102]. It involves the generation of an initial library that has high
capsid complexity followed by cycles of selection to progressively
enrich for the desired target-specific variants. This approach has
yielded recombinant AAV serotypes with improved potency of
infection [34], enhanced diffusional properties [103], and retro-
grade functionality [104], and may ultimately yield highly cell type-
specific tropisms.

The implementation of viruses in experimental research pro-
vides an important basis to assess the potential of viral vectors for
use in the clinic. Over the last decade there has been an explosion of
clinical trials that use viral vectors to deliver gene therapies to treat
numerous human disorders. Thus, the expression of opsins in
human neurons may not be so far off into the future. Indeed, in
2015 the FDA granted approval for retinal injections of AAV
expressing channelrhodopsin to treat retinitis pigmentosa and the
first optogenetic protein was delivered to a human in March 2016.
It will be exciting to see whether viral-mediated gene delivery of
optogenetic tools is merely a useful research approach to facilitate
the study of neural systems, or whether there is real value for clinical
applications.
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Chapter 2

Cell Type-Specific Targeting Strategies for Optogenetics

Ofer Yizhar and Antoine Adamantidis

Abstract

Optogenetic techniques allow versatile, cell type-specific light-based control of cellular activity in diverse set
of cells, circuits, and brain structures. Optogenetic actuators are genetically encoded light-sensitive mem-
brane proteins that can be selectively introduced into cellular circuits in the living brain using a variety of
genetic approaches. Gene targeting approaches used in optogenetic studies vary greatly in their specificity,
their spatial coverage, the level of transgene expression and their potential adverse effects on neuronal cell
health. Here, we describe the major gene targeting approaches utilized in optogenetics and provide a simple
set of guidelines through which these approaches can be evaluated when designing an in vitro or in vivo
optogenetic study.

Key words Optogenetics, Viral vector, Promoter, Enhancer, Gene expression, Targeting

1 Introduction

Optogenetic techniques utilize a wide range of light-sensitive pro-
teins known from a wide variety of organisms. When heterolo-
gously expressed in cells of interest, these proteins are capable of
producing light-evoked modulations of various physiological func-
tions, ranging from changes in excitability [1–4] to activation or
inhibition of distinct biochemical pathways [5–9], gene expression
[10, 11] and enzymatic activity [12, 13]. Since the discovery of
channelrhodopsin [14, 15] and the first application of this micro-
bial opsin for activating neurons [1, 4], microbial opsins have been
extensively used in experimental neuroscience applications includ-
ing the functional mapping of neural circuit connectivity and
dynamics in the brain and the dissection of neural circuits underly-
ing integrated brain functions and behaviors [16, 17]. These stud-
ies all capitalize on the single-component nature of the optogenetic
effectors, which allows the use of gene transfer technology for their
introduction into post-mitotic neurons.

In optogenetic experiments, light is used to transiently and
reversibly modulate the physiological properties of defined cells,
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typically in the context of an active neural circuit in vitro or in vivo.
To assure that the desired physiological effect is achieved in such
settings, several key factors should be taken into account, including:

1. Specificity & selectivity of expression: optogenetic tool expression
should be restricted to the desired neuronal population, with
minimal leak to nontargeted cell populations.

2. Robustness of expression: The optogenetic actuator should be
expressed at sufficient levels to allow modulation with moder-
ate light power, avoiding phototoxicity.

3. Cytotoxicity and other adverse effects: The method used to
express the selected tool should be well-tolerated and nontoxic
for the host cells over the entire duration of the experimental
period (and ideally well beyond this time).

The gene targeting methods described below all differ in the
degree to which they optimize each of these parameters. Further
information about optogenetic technology can be found in many
other excellent reviews [17–20].

2 Promoter-Based Specificity in Transgenic Expression of Optogenetic Tools

In optogenetic experiments, a precise assessment of the efficacy of
targeting, i.e. the percentage of transduced cells among a
genetically-, circuit-, or activity-defined population (see below
and Chap. 8), provides an important estimate before in vitro or
in vivo experimentation. The efficacy of gene expression is dictated
by the genetic regulatory elements under which the optogenetic
tools are expressed in the targeted cell population. Gene expression
is regulated by a large array of noncoding DNA sequences that
contain recognition sequences for binding of specific transcription
factors, chromatin remodeling proteins and other regulatory ele-
ments [21]. Specific genomic promoters allow gene expression
selectively within cell types that possess these regulatory proteins.
Genomic promoter sequences can span between several hundred
bases and several thousands of kilobases (kb). It is therefore often
impossible to package complete promoter sequences into a viral
vector backbone since viral vectors are limited in their genomic
payload size [22, 23] (see also Chap. 1). Many of the commonly
used optogenetic viral vectors utilize minimal promoter sequences
(0.2–1.5 kb); these are truncated segments of much longer promo-
ters, or repeated sequences of specific transcription factor recogni-
tion sites, and are sufficient for specifically targeting a defined
population of neurons. Only a few promoters have been identified
that can be truncated in this way while retaining sufficient cell type
specificity (see [24–27]).
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Lentiviral vectors, due to their larger payload size compared
with AAVs, can carry larger minimal promoters and are therefore
effective in some cases where a minimal promoter sequence exceeds
the 1.5–2 kb size, but<3.5 kb [24, 28]. Notably, althoughminimal
promoter sequences can allow specific expression of transgenes,
some promoters produce very weak expression of the transgene,
thereby limiting their utility in viral vector-based optogenetics since
in most cases very strong expression is required to achieve effective
light-based control over the targeted neurons. In such cases, alter-
native methods exist that include classical transgenic mouse engi-
neering (see above). The use of transgenic (multiple random
insertion) or knock-in (locus-specific single insertion) recombinant
technologies allow one to target the expression of opsins to a
specific class of cells from the early embryonic stages of a transgenic
animal. For both these approaches, the size of the promoter is less
limiting than for the viral targeting. Due to the locus-specific single
insertion of the transgene, the knock-in approach is generally pre-
ferred for specificity and stability reasons. However, the low single-
channel conductance of some optogenetic tools (e.g. channelrho-
dopsin, halorhodopsin, and archerhodopsin), a single copy of the
gene encoding them is typically not sufficient for robust optoge-
netic modulation. Transgenic expression leads to multiple copies of
the opsin gene and therefore permits higher photocurrent sizes in
targeted neurons and therefore facilitates optogenetic modulation.
The first transgenic mouse model with pan-neuronal expression of
ChR2 under the Thy1 promoter was reported in 2010 [29]. Since
then, several additional mouse lines were generated, expressing
ChR2 in GABAergic neurons (VGAT-ChR2), cholinergic neurons
(ChAT-ChR2) and others (see www.jax.org for a list of available
and currently generated transgenes). However, there are several
limitations inherent to these transgenic approaches. First, despite
the use of long promoter sequences, the expression of the transgene
can be too low for proper activation/inhibition of cell bodies, but
more importantly for stimulation of distant synaptic terminals,
which have been shown to require higher light power for efficient
optogenetic stimulation [30]. Second, knock-in strategies may
results in haplo-insufficiency (a reduction in overall expression of
the gene into which the transgene has been targeted) and perturb
the expression of the endogenous gene, leading to a molecular
phenotype that can have significant synaptic, physiologic and
behavioral consequences [31]. Third, transgenic strategies may
result in the expression of the transgene in multiple neural circuits
in the brain, which strongly hamper the selectivity of the optical
manipulation. For instance, VGAT-ChR2 animals express ChR2 in
all neurons expressing the VGAT gene (i.e., most of GABAergic
cells). Although optical stimulation can be restricted to small brain
nuclei, it will activate cell bodies, axons and fiber of passage as well
as terminals in the vicinity of the tip of the optical fiber, which often
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would potentially decrease the specificity of the manipulation. To
overcome these limitations, recombinase-based methods or multi-
virus circuit/connectivity-based targeting can be used (see below).

3 Viral Vector-Mediated Expression of Optogenetic Tools

Viral vectors are the most popular means of delivering optogenetic
tools to the adult brain. Viral vectors are in essence genetically
engineered viruses in which a minimal set of viral genes has been
retained to allow host cell entry, transport to the nucleus and
expression of the transgene while eliminating virulence functions
such as replication and cytotoxicity [32]. Lentiviral (LV) vectors
[22] and adeno-associated viral (AAV) vectors [33] have both been
widely utilized for introducing optogenetic transgenes into post-
mitotic neurons [34]. There are several important differences
between these vectors that should be considered when designing
an optogenetic study. Recombinant AAV (rAAV) vectors are con-
sidered safer than LV since the currently available strains do not
broadly integrate into the host genome but rather remain inside the
nucleus as episomes [35]. AAV-based expression vectors display
lower immunogenicity [36], and in many cases allow larger trans-
duction volumes than LV [37]. Cell type specificity, the topic of the
current chapter, can be achieved using both LV and AAV vectors
using cell type-specific promoters [24–26], and both vector types
support pseudotyping techniques, which in principle enable a wide
range of cell type tropisms and transduction mechanisms [38, 39]
(see Chap. 1).

3.1 Combined

Promoter- and

Recombinase-Based

Specificity

When the required cell type-specific minimal promoter fragment
cannot be packaged into the viral genome while retaining cell type
specificity and adequate expression levels, one can utilize transgenic
or knock-in mice expressing a recombinase (e.g., Cre, Flp) [40]
under the genomic cell type-specific promoter for the same target
population. Recombinase-dependent viral vectors allow specific
expression only in cells that contain a specific recombinase protein.
For example, a viral vector carrying a Cre-dependent expression
cassette will be expressed only in inhibitory neurons of a mouse that
expresses Cre under the control of the parvalbumin promoter,
which is specific to a population of fast-spiking inhibitory neurons
[41, 42]. This approach can be extended to mouse lines carrying
the Flp recombinase, which recognizes sequence elements that are
incompatible with the Cre recombinase. More complex “boolean
logic” gates have been described, utilizing both Cre- and Flpo-
dependent expression cassettes that allow Cre-on, Flp-on, Cre-off,
Flp-off, and all combinations of dual-recombinase logic [34]. Apart
from the obvious advantage of utilizing a large genomic promoter
to generate Cre driver lines, the use of recombinase-dependent
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expression vectors allows the uncoupling of expression specificity
from transgene levels in the targeted cells which result, for instance,
in better membrane expression of ChR2 in axons allowing the
activation of a subset of targeted cells by restricting the optical
stimulus to the cell terminals rather than the soma (see below and
Fig. 1). The recombinase-dependent approach is quite versatile and
economical since a single Cre-driver strain allows: (1) the targeting
of different circuits by restricting the virus injection to specific brain
nuclei/circuits (e.g., basal forebrain or brainstem cholinergic neu-
rons in ChAT-Cre animal); (2) utilization of many different types of
Cre-dependent viral vectors encoding excitatory, inhibitory, and
other optogenetic tools.

3.2 Target Volume

Considerations

The size of the target brain structure is a major consideration in the
design of an optogenetic study. Experiments targeting small nuclei
such as the mouse amygdala [43, 44] require different targeting
strategies than those involving larger brain regions such as the
primate neocortex [45–48]. Therefore, each experimental design
necessitates a proper adjustment of the viral delivery methods (e.g.
glass pipette, metal needle, convection-enhanced methods [49]; see
also Chap. 9 for viral delivery methods), and viral vector type to
allow efficient transduction of the target region. Furthermore, the
choice of optogenetic tool and illumination method is critical to
assure that the desired effect is achieved in the targeted cells. The
spatial distribution of viral vector particles strongly depends on the
targeted brain region. Restricted transduction of smaller brain
regions can be achieved by choosing the appropriate viral vector
and injection volume. For example, LV and AAV2 injection results
in expression patterns that are more localized compared with the
pseudotyped rAAV2/1, rAAV2/5, rAAV2/8, or rAAV2/9 (see
also Chap. 1 Table 2). AAV2 and LV are therefore well-suited for
local expression in volumes smaller than 1 mm3 [37]. Although
viral titer can be reduced in order to decrease the size of the
transduced volume, lower-titer injections are also likely to influence
the number of genome copies in transduced cells, leading to lower
expression levels of the transgene in individual cells within the
target region [37]. Compared with AAV2 transduction, LV trans-
duction is more spatially restricted when injected in vivo and thus,
can be used to target smaller structures [43]. However, LV has
been reported to exhibit a bias towards excitatory neurons in cortex
[26], an effect which is likely also region-specific since other more
specialized cell types have been successfully targeted with lentiviral
vectors [24, 28, 50]. Although such control of viral transduction
volume can be achieved with the choice of viral vector, transduction
of larger volumes can simply be obtained by performing multiple
injections covering a large area. This strategy is commonly used in
primate studies, and has also been used successfully in the rodent
brain [51].
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3.3 Circuit-Based

Expression of

Optogenetic Tools

Neural circuit dissection is one of the most widely used applications
of optogenetic techniques. Optogenetic activation combined with
electrophysiological recording allows functional anterograde circuit
mapping [52, 53] (see also Chap. 8). Introduction of fluorescently
tagged channelrhodopsins to the membrane of specific neuronal
populations in a defined brain region allows visualization and
subsequent photoactivation of long-range axonal connections
throughout the brain. Simultaneous electrophysiological recording
at the projection site allows the identification of specific post-
synaptic components of the circuit both in vivo and in the acute
brain slice preparation [44, 54, 55]. While it provides important
information regarding the functional properties of specific antero-
grade projections, it is hardly scalable due to the need to perform
electrophysiological recordings at each target site. Circuit-based
expression tools utilize neurotropic viruses for tagging neurons
based on their connectivity pattern with identified neurons or
macroscopic anatomical projection patterns.

Circuit-based expression methods can be divided to two types:
those based on the anatomical location of presynaptic terminals
(anatomical circuit-based targeting, Fig. 1c) and those that allow
targeting of neurons based on specific synaptic connectivity (mono-
synaptic circuit-based targeting; Fig. 1d). Anatomical circuit-based
targeting can be achieved using a variety of viral vectors that are
capable of transducing neurons through their axons or presynaptic
terminals [56–59]. The herpex simplex virus (HSV) has been uti-
lized in a variety of optogenetic experiments to label neurons
projecting to a specific location in the brain, to attain optogenetic
modulation of these cells [60, 61] or to “tag” these neurons using
combined electrophysiological recording and photostimulation
[57]. The type 2 canine adenovirus (CAV2; [58]) has been used
for a similar purpose and is perhaps even more efficient than HSV in
retrograde targeting. Although these two viruses are both

�

Fig. 1 (continued) promoter. (b) Cre-dependent expression using viral vectors. In a mouse that expresses Cre
under a cell type-specific promoter, a Cre-dependent AAV is injected to the target circuit. The opsin and
fluorescent protein (“XFP”) genes are positioned in an inverted orientation with regard to the promoter. Cre-
mediated recombination “flips” the opsin and fluorophore genes into the forward orientation, permitting the
expression of the opsin-reporter fusion protein only in cells expressing Cre. (c) Anatomical circuit-based
targeting is carried out by injecting a recombinase-expressing viral vector with the capacity to undergo
retrograde transport through transduction of presynaptic nerve terminals. A Cre-dependent opsin-expressing
viral vector (as in b) is injected at the site of the presynaptic cell bodies, where Cre is expressed only in
neurons projecting to the site injected with the Cre-carrying vector. (d) Synaptic circuit-based targeting. In this
approach, a pseudotyped rabies virus is injected following expression of two Cre-dependent expression
vectors encoding the rabies glycoprotein (Rabies G) and the avian receptor TVA. The Env-A pseudotyped rabies
virus can only transduce TVA-expressing cells, and requires the Rabies G protein to exit the cell and perform
retrograde trans-synaptic transport to its presynaptic partners. Expression of the opsin from the rabies
genome (green) occurs only in cells that provide monosynaptic input to the first-order neurons (red)
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considered retrograde-labeling, some studies have mentioned that
these two vectors transduce somewhat nonoverlapping neuronal
populations [62] and that CAV2 might also be capable of trans-
ducing axons of passage [63]. It is therefore important to keep
these differences in mind when designing and interpreting circuit-
based expression experiments, and to conduct proper anatomical
controls.

Monosynaptic circuit-based targeting (Fig. 1d) capitalizes on
the exquisite capability of the rabies virus to transport its genetic
material across synaptic contacts. This approach utilizes a
glycoprotein-deleted variant of the rabies SAD B19 strain,
SADΔG [59]. The rabies virus glycoprotein (G), which is embed-
ded in the viral membrane, is required for trans-synaptic spread
[64]. By introducing the glycoprotein gene in neurons prior to
infection of the G-deleted mutant virus, the virus spreads to pre-
synaptic neurons and is restricted from further spread due to the
lack of this complementary glycoprotein in newly transduced neu-
rons. This enables the dissection of direct connections originating
from a population of defined neurons, or even from a single pri-
mary infected neuron [65, 66].

While this approach provides much more refined selectivity of
retrogradely targeted neurons, it still lacks specificity due to the
difficulty in targeting the rabies glycoprotein to the primary neu-
rons. To achieve more refined specificity of the primary viral trans-
duction event, the rabies vector can be directed to genetically
defined post-synaptic neuronal subtypes by using the avian receptor
TVA system. In this approach, the SADΔG rabies variant is pseu-
dotyped with an envelope protein from the avian sarcoma and
leukosis virus (ASLV). The avian-specific TVA receptor, which is
required for infection by the pseudotyped rabies virus, is then
expressed in the cells to be targeted for infection by SADΔG
along with the rabies glycoprotein. This allows the virus to spread
trans-synaptically from only the TVA-expressing cells to their pre-
synaptic partners. The TVA receptor, along with the rabies G
protein gene, can be delivered using AAV to specific neurons
using the double-floxed Cre-based expression system [54, 67].
Under this configuration, only Cre-expressing cells will express
the proteins required for both uptake of the pseudotyped rabies
virus and monosynaptic retrograde transport. The advantages of
using rabies-based circuit tracing techniques are its efficient unidi-
rectional retrograde transport and its rapid onset of expression.
Unfortunately, the time course of survival of SAD B19-transduced
neurons is limited to approximately 2 weeks [59], suggesting that
other systems might be required for experiments requiring long-
term survival of transduced neurons.
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3.4 Activity-Based

Tagging and

Optogenetic Control

Cell type specificity, the topic of this chapter and one of the key
advantages of optogenetics over more classical methods of experi-
mental manipulation in neural circuits, relies on the inherent
assumption that cells with distinct gene expression properties per-
form defined function in neural circuits. Yet, from a systems neuro-
science perspective, this assumption is inherently flawed since
neuronal ensembles can form purely from processes of synaptic
activity and in a way that is at least partially independent of genetic
“identity”. Can we therefore target ensembles of neurons based on
their “assembly/ensemble activity” in a particular behavioral para-
digm or neural representation of environmental stimuli? For dec-
ades, immediate early genes have been used to represent reliable
marker of cell activity, though their expression varies between and
within cell population. These genes thus allow the identification of
neurons that have been active over a short period of time (minutes
to hours) and provided functional tagging of such activity-
modulated gene promoters for activity-based expression of opto-
genetic actuators.

The promoter for c-Fos, an activity-dependent immediate
early gene, can be used in combination with the rapidly inducible
TRE-ttA expression system in order to achieve expression of
ChR2 in hippocampal neurons activated during aversive learning
[68] and appetitive experience [69]. In this experimental config-
uration, the tetracycline transactivator (tTA) is expressed under
the control of the c-Fos promoter in a transgenic mouse. An
adeno-associated viral vector is then introduced into the hippo-
campus, expressing ChR2 under the control of the tet-response
element (TRE), which under this configuration allows expression
of ChR2 in the presence of tTA and in the absence of doxycycline
[68]. This system allows selective activation of memory engrams
in various paradigms [69], but it requires the constant adminis-
tration of doxycycline except during the experiment in which the
cells are to be labeled and is therefore referred to as “tet-OFF”.
The tet-ON system, while potentially easier to apply since doxy-
cycline should only be administered during the labeling experi-
ment, is more “leaky” and is therefore potentially less useful for
such experiments as they rely on specific optogenetic modulation
of cells activated during a strictly defined time window. An alter-
native approach has been developed which uses the expression of
an inducible form of the Cre recombinase (CreERT2), expressed
transgenically under the control of the promoter for the
immediate-early gene Arc [70].

A similar approach, utilizing either the c-Fos or Arc promoters
with the CreERT2 transgene, has been used to generate the Fos-
TRAP and Arc-TRAPmice, a general resource for targeting expres-
sion of any transgene to recently activated (“TRAPped”) neurons
[71]. Finally, work from the Bito lab has led to the development of
the E-SARE vectors [72], which utilize tandem repeats of the Arc
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enhancer sequence to generate a viral vector that expresses an
activity-dependent form of the CreERT2 protein. When injected
into the brain this viral vector expresses CreERT2 in a manner that
allows activity-dependent expression of Cre-dependent transgenes.
The E-SARE approach has the advantage of allowing activity-
dependent modulation in nontransgenic animals, but does not
allow the brain-wide screening possible with the Fos/Arc-TRAP
mice. Importantly, all of these approaches rely on activity-
dependent transcription of immediate-early genes, but they vary
with regard to the temporal integration time of activity-dependent
expression, in its efficacy and in the level of baseline expression
levels. Experiments utilizing these constructs for expression of
optogenetic tools should be preceded by detailed characterization
of these parameters in the particular cell type, region and behavioral
paradigm used.

4 Light Delivery in the Animal Brain

After the proper targeting of optogenetic tools to neural circuit(s)
of interest, the next step consists of designing an optical neural
interface for in vitro/vivo light delivery into (deep) brain structures
or brain slices, respectively. In vitro whole cell recordings are fre-
quently used to verify the biological functions of the opsins, as well
as a first step towards deconstruction of neural circuits. In this case,
a light source can be coupled to the objective of the microscope and
controlled by integrated TTL generator/electrophysiology stimu-
lator. In the case of a two-photon microscope set up, a laser beam of
small diameter (few dozens of microns) can be focused on smaller
targets for high-precision synaptic physiology [52, 73–75].
Sculpted light holds great promises in shaping 3D light stimulation
in in vivo preparation [76–79].

Similar to deep brain electrical stimulation that uses metal
electrodes to nonselectively activate cells in brain structure (e.g.,
self-electrical stimulation paradigms, Parkinson disease), optoge-
netic configuration requires optical fibers to deliver sufficient light
to shallow or deep brain targets (see Chap. 13 for methods estimat-
ing light distribution in tissue) (Fig. 2a).

4.1 Optical Fiber-

Based Light Delivery

System to Deep Brain

Structures

Typical light sources include high-power diode pumped solid-state
lasers (DPSSLs) or light-emitted diodes (LEDs) that are controlled
by a waveform generator and commercially available optical shut-
ters. Glass or plastic optical fibers are used for connecting light
sources to in vivo preparation (see below). Noninvasive optical
fibers or light-emitting diodes can be used with fiber implants or
cranial windows for optical stimulation of neuronal networks
located in the superficial layers of the cortex or in deep targets,
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respectively [80]. Deeper targets may require the use of optical fiber
implants [81] (see also Chap. 13) that are may be also chronically
implanted and connected to an optical tether for longitudinal
experimental strategies. In vivo optogenetic studies have used a
variety of multimode fibers that have larger core-size than single-
mode fibers and thus, higher numerical apertures and increased
“light-gathering” capacity. Light pulses propagate down the fiber-
optic by total internal reflection, reaching the fiber tip with minimal
power loss. However, it is important to note that the desired
experimental application will determine the number of fibers,
their shape, length and diameter. Additionally, it is necessary to
render the optical fibers opaque (using dark coating or black furca-
tion tubing), since even a small amount of light diffraction through
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Fig. 2 Representative timeline for opto-tetrodes recording experiment. (a) Mice are stereotactically injected
with ChETA-eYFP, ArchT-eYFP, or control AAV at 6-weeks old before chronic implantation of optical fiber
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the optical tether can cause sensory stimuli during behavioral test-
ing, particularly in dark environments.

Factors to consider when delivering light to brain structures
include (1) the use of appropriate wavelength to activate opsin; (2)
the necessity of using one or several optical fiber implants to opti-
mize light delivery to the entire target area (e.g., unilateral vs.
bilateral, multisite fibers); (3) sufficient light power through the
use of either high power lasers or LEDs; (4) the use of optical swivel
to allow free movement of the tethered animals.

4.2 Emerging

Techniques:

Noninvasive Optical

Stimulation (Red-

Shifted Opsins, Step-

Function Opsins,

Nanoparticles)

Alternative to the invasive use of optical fiber implant include red-
shifted opsins, step-function opsins and nanoparticles. The blue
light wavelength used for activation of channelrhodopsin is both
highly absorbed and scattered when it penetrates through the brain
tissue, leading to an exponential decay in light power density with
distance from the tip of the optical fiber or light source [17, 82]
(Chap. 13). This is minimized by the use of red and far-red wave-
length and red-shifted channelrhodopsins. Although these wave-
lengths are more prone to generate heat (that must be assessed with
proper control conditions), they allow optical control of cortical
circuits through thin/polished skull preparations [83, 84].

Furthermore, the use of channelrhodopsin requires constant
optical stimulation at different frequencies to elicit action poten-
tials. An extraordinary alternative consists in using step-function
opsins (SFO)—turn ON and OFF with single pulse of blue and
yellow light, respectively. Not only do SFOs avoid imposing hyper-
synchrony and nonnatural firing of action potentials, they have
been successfully used to turn ON and OFF cortical circuits
remotely, through thinned skull, instead of invasive optical fiber
implants [17, 81]. A potential limitation, however, is the need to
carefully titrate the amount of light delivered to activate these
opsins, since excessive depolarization by these opsins could poten-
tially lead to depolarization block and effective silencing of the
targeted neurons. An alternative approach to avoiding hyper-
synchrony is to use sinusoidal optical stimulus instead of pulses,
gradually increasing light intensity. Such an approach would capi-
talize on the heterogeneity of neuronal intrinsic properties and
opsin expression levels and lead to more heterogeneous spike
times across the network.

5 Recording Light Evoked Neuronal Activity

Amajor strength of the optogenetics technology is its compatibility
with fast in vitro/vivo electrophysiological/optical/chemical read-
out methods [85–87] (see also Chaps. 8, 9, and 11) (Fig. 2b, c).
Indeed, if an electrophysiological/optical/chemical probe
(tetrodes, glass pipette, dialysis probe, fiber photometry, etc.) is
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implanted in the vicinity of the targeted neurons (Fig. 2), it offers a
direct confirmation of optical modulation. First, it allows one to
verify that optogenetic that the optogenetic manipulations work as
intended. Although the causality of light-evoked neuronal activity
is somewhat debatable, it remains a relatively important verifying
step in an experimental procedure. Second, it can be used to
characterize the spontaneous activity of these cells during specific
behaviors. Defining the precise pattern of firing of opto-tagged
cells is particularly important when conducting an optogenetic
experiment since it allows one to define optical stimulation para-
meters that remain within a physiological range for the particular
neuronal population targeted. Third, if the probe is implanted in
the vicinity of the terminals, rather than the soma, of targeted
neurons, functional circuit mapping experiments can be conducted
in vivo to reveal a direct and temporally precise readout of circuit
modulation before, during and after optogenetic manipulations.

To obtain deeper mechanistic insight into the functional prop-
erties of neurons within the circuit, their connectivity and the
effects of optogenetic modulation on local-circuit elements,
in vitro assays of opsin function have been used to study neuro-
transmitter release from a variety of cell types, including dopami-
nergic, cholinergic, noradrenergic, hypocretins/orexins neurons,
and MCH (review in [88]).

This rapid feedback from in vivo electrophysiology or electro-
chemical detection is valuable for measuring the light-evoked
response of neuronal activation/silencing in an in vivo preparation,
besides the use of classical immunohistochemistry and in vitro
electrophysiological procedures. Importantly, it allows the fine-
tuning of optical stimulation parameters for efficient control of
circuit activity in a physiologically relevant range.

6 Outlook

In this chapter, we focused on the use of cell type-specific targeting
strategies for optogenetic modulation of neural activity. Over the
last decade, the advent of multiple genetically encoded tools for
imaging and manipulation of neuronal activity have expanded the
repertoire of techniques for studying the cellular substrates of brain
functions and the mechanisms underlying innate, acquired, and
pathological behaviors. The field of optogenetics had developed
rapidly since its first in vivo application [24, 89]. Current progress
in protein engineering is expected to lead to the discovery of novel
light-sensitive membrane, cytoplasmic or nuclear proteins for
remote control of selective ionic flow, cellular signaling, and gene
regulation, while the concurrent development of genetic targeting
strategies will allow refined selection of circuit elements for manip-
ulation. The growing application of optogenetic techniques holds
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great promises for improving our understanding of mammalian
brain functions, and identification of novel therapeutical strategies.

7 Notes

l Many gene targeting approaches are available for delivering
optogenetic tools to defined neuron populations. Perhaps the
most important aspect of gene targeting is specificity, which
should be evaluated using immunohistochemistry in the tar-
geted circuit. Robust expression is required for efficient optoge-
netic modulation, and this is best tested with
electrophysiological recording in vivo or ex vivo.

l Viral vector tropism (see Chap. 1) can pose challenges in target-
ing unique neuron populations, and different serotypes should
be tested for optimal expression in a new neuronal population
(or organism) with unknown serotype preference.

A good rule of thumb when examining brain sections expres-
sing viral vectors is that if the fluorescence of the opsin-attached
fluorophore (GFP/YFP/mCherry) is visible under a standard fluo-
rescence microscope without the need for antibody staining, the
expression levels should be high enough for efficient modulation.
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Vallée R, De Koninck Y (2013) A multimodal
micro-optrode combining field and single unit
recording, multispectral detection and photo-
labeling capabilities. PLoS One 8:e57703

87. Canales A, Jia X, Froriep UP, Koppes RA, Trin-
gides CM, Selvidge J, Lu C, Hou C, Wei L,
Fink Y, Anikeeva P (2015) Multifunctional
fibers for simultaneous optical, electrical and
chemical interrogation of neural circuits
in vivo. Nat Biotechnol 33:277–284

88. Weber F, Dan Y (2016) Circuit-based interro-
gation of sleep control. Nature 538:51–59

89. Huber D, Petreanu L, Ghitani N, Ranade S,
Hromádka T, Mainen Z, Svoboda K (2008)
Sparse optical microstimulation in barrel cortex
drives learned behaviour in freely moving mice.
Nature 451:61–64

42 Ofer Yizhar and Antoine Adamantidis



Chapter 3

Molecular Engineering of Channelrhodopsins for Enhanced
Control over the Nervous System

André Berndt

Abstract

Light-activated proteins such as channelrhodopsins are powerful tools which reveal the function of
neuronal networks with unprecedented precision. The strength of optogenetic applications emerges
directly from the unique properties of the utilized proteins. Consequently, modifying the properties of
channelrhodopsins extends our research capabilities even further. In this chapter, I describe how targeted
protein engineering results in enhanced optogenetic applications. One key element is to align the molecular
function of channelrhodopsins with the physiological properties of neuronal circuits. As shown on two
examples, understanding protein function as well as the intended host system provides a significant
advantage in protein engineering.

Key words Optogenetics, Channelrhodopsin, Protein engineering, Neuronal inhibition

1 Introduction

During all of human history, the acquisition of knowledge and the
development of tools have been inextricably intertwined with each
other. Particularly, modern neuroscience has tremendously bene-
fited from advances in molecular biology, electrophysiology, and
microscopy. The development and usage of new tools has led to
amazing interdisciplinary approaches by incorporating aspects from
almost every science discipline. It is inevitable that more progress
will be made by further extending our toolsets for example by using
optogenetics [1]. In a nutshell, optogenetics is a technique that
uses light-activated proteins primarily to identify and probe func-
tional connections in brains of vertebrate and invertebrates. One of
the major tools in optogenetics is light-triggered ion channels
known as channelrhodopsins [2]. Light-induced action potentials
in channelrhodopsin-expressing neurons trigger an immediate
response in connected downstream neurons. Depending on the
type of synapses, downstream neurons can either get excited or
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inhibited at high temporal resolution which reveals existing func-
tional connections [3].

Optogenetics is particularly powerful because it can restrict
channelrhodopsin expression to specific neuronal subpopulations,
for instance by using cell-specific promoters, transgenic animals or
recombinase-driven expression strategies [4] (see also Chaps. 1 and
2). To truly realize why this such a crucial benefit, imagine that one
cubic millimeter of mammalian cortex contains more than 100,000
neurons of different subtypes which are all heavily connected with
each other [5]. Traditional methods such electrophysiology and
microscopy of fixed tissue are very limited in untangling the com-
plexity of neuronal connections. In contrast, optogenetics enables
us to effectively control the function of predetermined neurons in
freely moving animals during behaviors such as learning, motor
control, or reward [6–9]. As a result, optogenetics has helped to
identify neurons involved in fear responses, social behavior, and
addiction [10–12]. Additionally, it further deepened our under-
standing of neurological diseases such as depression and epilepsy
[13, 14].

The impact of optogenetics in neuroscience and the resulting
surge of publications is comparable to the introduction of in vivo
and patch clamp electrophysiology several decades ago. However,
electrical stimulation and monitoring are unspecific whereas opto-
genetics allows targeting neuronal subpopulations directly. There-
fore, the use of light-activated proteins offers a more efficient way
to control neurons and neuronal circuits and to identify their
function.

A major goal in neuroscience is to understand the encoding of
sensory information and complex behavior in neuronal networks.
Optogenetics will play a crucial role here because it has the poten-
tial to affect neuronal activity in the brain at high temporal and
spatial resolution. For example, channelrhodopsin activation
evokes single action potentials in response to single blue light pulses
whereas the activation of the light-triggered chloride pump halor-
hodopsin inhibits action potential firing for the length of a green/
yellow light application [2, 15]. However, excitatory and inhibitory
neuronal signals are extremely variable in their strength, frequency,
and length. Optogenetic tools must be able to cover their full
dynamic range at high precision in order to induce natural activity
patterns. Modifying the molecular function of the utilized proteins
will bring us closer to this goal.

In practical terms, protein engineering means replacing amino
acids in the protein sequence by mutating the coding DNA
sequence. In general, there are two major approaches: (1) Intro-
duction of randommutations and testing of hundreds or thousands
of constructs [16]. Here, promising candidates are identified by
high-throughput screening and the underlying mutations are
determined in a subsequent step. The advantage is that only
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minimal knowledge of the structure and molecular properties of
the target protein is necessary. However, while the generation of
large randomized mutant libraries is relatively simple, high-
throughput methods are only available for a limited number of
proteins. (2) In structure-guided or targeted engineering, individ-
ual amino acids are selected and replaced by point mutations [17].
Consequently, the number of mutated constructs is significantly
lower. This approach requires a significant knowledge of the pro-
tein structure and function in order to restrict mutation to sites that
have a high probability to yield the desired changes in molecular
function.

For rhodopsin-engineering, the second approach is more suit-
able because these proteins carry electrically charged ions over cell
membranes which require low-throughput patch clamp electro-
physiology to accurately characterize ion transport. While high-
throughput imaging techniques can be utilized for screening, they
often lack accuracy which increases the chances of false negatives
because most individual mutations will cause only subtle changes in
molecular function. Furthermore, channelrhodopsins directly
affect the electrical properties of neurons which are measured
most accurately by patch clamp electrophysiology.

Most rhodopsins comprise around 300 residues in their
membrane-bound fraction. Those can be replaced out of a pool of
20 amino acids which hypothetically allows for 20300 possible
mutant combinations, a number that exceeds both high- and low-
throughput screening capabilities by far. Therefore, mutations
should be restricted to selected sites and experimental outcomes
should be predicted based on available biophysical data to reduce
functional screening to reasonable timeframes. Fortunately, there is
a vast amount of biophysical data for rhodopsins. In fact, the light-
activated proton pump bacteriorhodopsin is one of the most inves-
tigatedmembrane proteins and serves as a paradigm for the rhodop-
sin class [18, 19]. Furthermore, halorhodopsins, channelr-
hodopsins, and mutated variants have been the subject to thorough
studies.Datasets includemolecular X-ray structures, data from time-
resolved FTIR and UV/vis spectroscopy and electrophysiology
[20–23]. The sum of all biophysical data helps tremendously to
understand theunderlyingmolecularmechanismof rhodopsin func-
tion and is critical for directedmolecular engineering.Consequently,
this knowledge allows for more accurate predictions on how specific
mutations will change the kinetics of activation and deactivation,
absorption spectra, or ion selectivity.

Each engineering approach should include the following
aspects (Fig. 1):

1. Understanding the fundamental molecular properties of
rhodopsins.
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2. Understanding the fundamental physiological properties of the
environment in which engineered rhodopsin will be applied.
Consideration of how rhodopsin activation will affect those
properties.

3. Identifying specific scientific problems and evaluation of how
engineered rhodopsins can solve them.

4. Identifying the optimal system for screening and validating the
function of engineered rhodopsins.

I will demonstrate how these principles were put into practice
by highlighting two recent examples. (1) Acceleration of channelr-
hodopsin kinetics for enhance precision of optogenetic applications
[24]. (2) Conversion of channelrhodopsin into a chloride selective
channel for physiologically relevant inhibition of neurons [25, 26].

Example 1: Acceleration of channelrhodopsin kinetics for
enhanced precision of optogenetic applications.

1.1 Molecular

Properties of

Channelrhodopsins

All rhodopsins use a single retinal molecule as chromophore which
is buried within the membrane-bound fraction of the protein [19].
This domain consists of seven alpha helices which entirely span
through cell membranes. Retinal absorbs energy from photons
and transitions into a high-energy configuration which initiates
subsequent conformational changes in the surrounding protein
environment. Amino acids continue to rearrange while the protein
conformation transitions back into the low-energy ground state.
During this so called photocycle, different rhodopsins perform
different molecular functions. For example, bacteriorhodopsin
actively pumps protons out and halorhodopsin actively pumps
chloride ions into cells, even against their electrochemical gradients
[19, 20]. On the other hand, channelrhodopsins open a pore
through which ions passively flow following their electrochemical

Fig. 1 Conceptual approach to protein engineering
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gradient [27]. Mammalian rhodopsins initiate signal cascades in the
photoreceptor cells in the retina which translate to visual informa-
tion in the visual cortex [28]. Obviously, the difference in molecu-
lar function of these proteins is determined by differences in their
amino acid composition and their three-dimensional arrangement.
In fact, every single biophysical feature of rhodopsins depends on
the underlying protein sequence and consequently, can be altered
by single or multiple mutations.

One of the first opsins that was mutated for enhanced molecu-
lar functions and improved applications in optogenetics was Chan-
nelrhodopsin-2 (ChR2). ChR2 originates from the single-cell algae
Chlamydomonas reinhardtii where it is utilized as a photoreceptor
to find optimal light conditions for photosynthesis [29]. Its activa-
tion changes the electrical properties of the cell membrane within
milliseconds and subsequently affects flagellate motion.
Channelrhodopsin-2 is a nonselective light-gated cation channel
which forms a pore over cell membranes. Once activated by blue
light, the channel pore opens and electrically charged calcium,
sodium, potassium, and hydrogen ions flow passively over the cell
membrane following their electrochemical gradient. Protons have
the highest overall conductivity followed by the monovalent cations
Lithium, Sodium, and Potassium [22]. Divalent cations such as
Calcium and Magnesium have even higher affinities but lower
overall conductivities than monovalent cations. The higher affinity
comes at the cost of longer dwell times in the pore which can
effectively reduce or block charge transport at high calcium and
magnesium ion concentrations [30].

Ions flow through channelrhodopsins in both directions either
inside (influx) or outside of cells (efflux) depending on the ion
concentration on both sides and the electric field over the mem-
brane (membrane potential). Ions and molecules flow towards
lower concentrations, but ions are also affected by electric fields
because they are electrically charged. Together, the ion concentra-
tion on both sides of the cell membrane and the electric potential
form the electrochemical gradient which determines in which direc-
tion ions flow. This ion flow equals an electric current which is
specifically called photocurrent in the case of rhodopsins. At a
specific membrane potential (reversal potential) influx and efflux
of ions is equal and observable net current is zero.

At pH 7.2, the ChR2 pore opens and closes with a rate constant
of 2 ms (τ-on) and 12 ms (τ-off) respectively [24]. Furthermore,
the pH values strongly affect channel kinetics which are faster at low
external pH and slower at high external pH values. Additionally,
ChR2 has a complex photocycle with a high conducting and low
conducting state [31] (see peak and steady state currents, Chap.
13). The high conducting state is populated first, but over time
more of the channel molecules transition into the low conducting
state. The peak activity is reached at 470 nm, but
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channelrhodopsin-2 has a relatively broad spectrum and it reaches
50% activity at 410 and 510 nm with significant activity beyond
these wavelengths [22].

Replacing single or several amino acids in channelrhodopsins
can affect several biophysical properties, for instance: (1) Increase
or decrease of speed of the channel opening and closure [24, 32,
33], (2) altered absorption spectra [24], (3) change of the ion
selectivity [25, 26] and (4) Ion conductivity, i.e. total number of
transported ions in a given period of time [32].

1.2 Molecular Basis

of Neuronal Signaling

The basic elements in neuronal activity are action potentials which
are strong and fast changes in the membrane potential of neurons.
Action potentials travel along the length of the axon and induce
neurotransmitter release at the synapse terminals which in turn
either stimulates, inhibits, or modulates the activity of connected
postsynaptic neurons. The membrane potential of resting neurons
lies between �60 and �100 mV, but during action potential firing,
it depolarizes (i.e. becomes more positive) to around +50 mV
within milliseconds. Subsequently, the membrane potential quickly
re-polarizes back to resting state before a new action potential can
be generated [34]. Some neurons can fire action potentials at
frequencies up to 200 Hz and more, for example certain interneur-
ons, pain and heat receptors and neurons which process auditory
inputs.

The shape, size, kinetics and frequency of action potentials is
fundamentally dependent on the biophysical properties of the ion
channels driving neuronal firing which vary from cell type to cell
type [34]. For instance, slow channel kinetics cause slow rise and
decay of action potentials which reduces the maximum firing fre-
quencies. Furthermore, the overall conductivity of ion channels
determines the extent and size of membrane depolarization during
neuronal firing.

Light-triggered ion channels such as ChR2 can manipulate the
electrical properties of neurons and thus, can be utilized for action
potential generation. As mentioned above channelrhodopsins con-
duct sodium, potassium, and calcium, but sodium and potassium
have almost equal transport rates and can be considered as the same
ion species. Under the physiological conditions found in mamma-
lian brains the cytosolic potassium concentration is similar to the
external sodium concentration, i.e. from the perspective of chan-
nelrhodopsin there is practically no diffusion gradient for monova-
lent cations across cell membranes. At physiological pH values
sodium and potassium constitute the major component of con-
ducted ions [30]. Under these conditions and at the negative
resting membrane potential, channelrhodopsin activation induces
an influx of sodium which depolarizes cell membranes. However,
the overall conductivity is about ten times smaller compared to
native sodium channels [35], i.e., channelrhodopsin activation
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does not generate action potentials directly, but triggers them by
activating voltage gated sodium channel. Hence, channelrhodop-
sins play the role of calcium channels in eliciting action potentials.
Consequently, light-triggered action potentials are driven by native
ion channels meaning that they are physiologically similar to native
signals. Consequently, channelrhodopsins bear the capability to
potentially elicit natural activity patterns.

1.3 Improving the

Temporal Precision of

Optogenetic

Applications with

Kinetically Improved

Channelrhodopsins

Despite being a powerful technique, optogenetics has certain lim-
itations which arise from the biophysical properties of channelrho-
dopsins and the neurons themselves. First, the size of the
photocurrent should be strong enough to exceed the threshold
for the activation of voltage gated sodium channels. When a virus
is used, channelrhodopsin expression levels can vary and neurons
with no or small photocurrent will not get excited by light applica-
tions [32]. Furthermore, neuron subtypes that are strongly hyper-
polarized or contain a relatively high number of open potassium
channels need larger depolarizing photocurrents than neurons that
rest near the action potential threshold. Naturally, channelrhodop-
sins with high conductivity have a higher probability to elicit action
potentials. Second, the speed of channelrhodopsin activation and
deactivation determines the maximum light-triggered firing fre-
quency. In fact, the kinetics of Channelrhodopsin-2 are significantly
slower compared to native channels limiting the maximum light-
induced firing frequency to 40 Hz [36]. That is because the chan-
nelrhodopsin closure is relatively slow which prolongs the influx of
sodium ions and with that the depolarization of neurons. Conse-
quently, re-polarization after action potential generation will be
slowed which effectively blocks fast generation of repeated action
potentials at frequencies above 40 Hz [24]. Furthermore, pro-
longed membrane depolarization also increases the probability for
double or triple action potentials in response to single light pulses
which lowers the overall precision of light stimulation (Fig. 2). To
overcome these limitations, one of the first engineering approaches
focused on increasing the speed of the opening and closure of
channelrhodopsins to reduce the interference of channelrhodopsin

Fig. 2 Whole-cell current clamp recordings from a parvalbumin interneuron strongly expressing wild-type
ChR2; note the extra spikes, the missed spike later in the train, and the prolonged depolarizations observed
after termination of each 2-ms light pulse (blue bars) (Reproduced from Gunaydin LA, et al. (2010) [24] with
permission from Macmillan Publishers Limited)
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with native ion channels. Such engineered channelrhodopsins
would interfere less with native re-polarization and would enable
fast light-triggered signaling at improved precession. The first tar-
get for protein engineering was channelrhodopsin-2. Unfortu-
nately, at the time, no molecular structure was available, but a vast
amount of data for the structurally related proton pump bacterio-
rhodopsin. Although the sequence similarity between bacteriorho-
dopsin and channelrhodopsin is only about 40%, the amino acid
composition is most similar in residues near the retinal chromo-
phore and the active center which initiate the photocycle. Hence,
the assumption was that the molecular mechanism of channelrho-
dopsin activation is similar between the two proteins. A residue that
plays a crucial role in bacteriorhodopsin activation is aspartate 85
which is homologous to glutamate 123 (E123) in channelrhodop-
sin. Therefore, this and neighboring residues became the first target
for mutations regarding the alteration of channelrhodopsin activa-
tion (Fig. 3) [24].

1.3.1 Preparation of

ChR2 Mutations

(a) The amino acid sequence of all proteins is coded in DNA. In
protein engineering, mutations are directly introduced to the
coding DNA sequence which is used for transfecting the
respective host systems. Common plasmid vectors are
pcDNA3.1 (ThermoFisher, Waltham, MA) for HEK293
and pGEM-HE (Promega, Madison, WI) for oocytes.
These plasmids should contain a gene for ampicillin or kana-
mycin resistance which enables selective DNA amplification
in E. coli cell cultures. Additionally, vectors that are used for
channelrhodopsin expression in mammalian cell cultures or
tissue should be co-expressed with a fluorescent protein such
as GFP to allow for the identification of transfected cells.

Fig. 3 Homology model of ChR2 based on the bacteriorhodopsin X-ray structure
(1KGB, RSCB protein data bank). The retinal is shown in violet, conserved
residues in green, and substitutions in ChR2 in gray. Oxygen is red, nitrogen is
blue, and sulfur is yellow. Candidate hydrogen bonds are shown as dotted lines
(Reproduced from Gunaydin LA, et al. (2010) [24] with permission from
Macmillan Publishers Limited)
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(b) Point mutations are introduced by replacing nucleotide bases
using a standard mutagenesis kit such as the QuickChange
series (Agilent, Santa Clara, CA). This is basically a PCR
reaction using primers that contain the desired mutation.

(c) The PCR product contains mutated plasmids which are used
to transform competent E. coli cells (high efficiency, XL1-
Blue, NEB alpha-5) by heat transformation following stan-
dard procedures. The transformed cells are plated on LB agar
plates containing ampicillin or kanamycin and incubated
overnight at 37 �C.

(d) Colonies are picked the following day and used to inoculate
four to six tubes with 5 ml liquid LB medium containing
ampicillin or kanamycin to amplify the DNA plasmids.

(e) Vector plasmids are purified the following day using a stan-
dard miniprep DNA purification kit (Qiagen Hilden, Ger-
many; ThermoFisher, Waltham, MA; SigmaAldrich, St.
Louis, MO, etc.).

(f) For HEK cells, purified miniprep DNA (0.2 μg/ml, ~40 μl)
provides enough amount to test up to 10 wells of cell cultures
on a standard 24-well cell culture plate. This is sufficient to
either confirm or reject a mutation for further consideration
by patch clamp electrophysiology.

1.4 Choosing the

Best Test Environment

for Kinetically

Improved

Channelrhodopsins

Testing of protein function should always begin in the simplest
environment for maximum throughput. In case of channelrhodop-
sins, simple and accessible host systems that allow electrophysiology
are oocytes from Xenopus laevis and immortalized human embry-
onic kidney cells in culture (HEK293). Cell cultures can be pro-
duced in larg quantities at low cost. However, patch clamp
electrophysiology requires a seal with high resistance between the
glass pipettes and cellular membrane. Consequently, this approach
is labor intensive and limits the total number of constructs that can
be tested in reasonable time frames to only a few dozens.

Transfecting HEK293 cell with purified DNA plasmids is most
efficient when a lipophilic transfection agent such as Lipofectamine
(ThermoFisher, Waltham, MA) is used. Transfection follows stan-
dard procedures at around 40–80% confluency. Cells are kept at
37 �C in DMEMmedium (ThermoFisher, Waltham, MA) contain-
ing 10% fetal bovine serum and a Penicillin/Streptomycin mix.
Incubator atmosphere should contain 5% CO2 and should be
humidified. Patch clamp electrophysiology can be conducted on
days 1–3 after transfection.

For Xenopus oocytes, purified DNA must be transcribed into
mRNA using an in vitro kit such as mMessageMachine T7 (Ther-
moFisher, Waltham, MA). The purified mRNA can be directly
injected into individual oocytes through micro glass pipettes
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using a microinjector pump (10–40 nl, 1 μg/μl). Oocytes are kept
at 18 �C in Oocyte Ringers Solution containing additional penicil-
lin and streptomycin. Cells can be probed on day 3–7 after injec-
tion. The incubator temperature should be 18 �C.

1.4.1 Characterization of

Kinetically Improved ChR2

Mutations

Electrophysiology equipment for HEK293 cells (patch clamp) and
oocytes (two electrode voltage clamp) is slightly different, but the
protocols for rhodopsin testing are very similar. Both techniques
provide control over the cell membrane potential and allow to
measure ion currents flowing across membranes while the mem-
brane potential is clamped (whole cell mode). Additionally, light
has to be applied for channelrhodopsin activation. The most cost
effective way is to use single wavelength, high-power LEDs, but
depending on the application white-light LEDs or broad spectrum
xenon lamps as well as lasers or multi-wavelength LED arrays can
be utilized as well.

The goal of this project was to increase the opening and closure
speed of the ion conducting pore upon light application [24].
Testing kinetic properties of channelrhodopsin ion transport is
simple: Channel opening and closure speeds can be measured in
real time by measuring the rise and decay of photocurrent under
light applications. The membrane potential of cells expressing
channelrhodopsins is clamped between �80 mV and �60 mV, in
the range of the resting membrane potential of neurons. There are
no other light-activated transporters in oocyte or HEK293 cell
membranes, i.e. currents that are measured under light application
can be attributed to rhodopsin activity only. The rise and decay of
photocurrent in response to light corresponds with the kinetics of
channel opening and closure respectively. These, kinetics can be
fitted with exponential functions where τ values equal the rate
constants of each process, i.e. the time at which 1/e of the channels
are open and closed respectively. Smaller τ values correspond to
faster kinetics and mutant screening aims to identify constructs with
the smallest τ values.

Interestingly, mutating ChR2-E123 to threonine and alanine
(E123T, E123A) provided the fastest channel kinetics with τ values
that are about half compared to wild-type (Fig. 4). Additionally,
E123T/A kinetics were independent from the membrane voltage
whereas ChR2 channel closure became slower at depolarized mem-
brane potentials. This is a critical disadvantage for ChR2 because its
channel kinetics get slower when action potentials depolarize the
membrane. In contrast, E123T kinetics stayed constantly fast dur-
ing the entire action potential cycle which would ensure fast re-
polarization of neuron membranes and fast light-triggered action
potential generation. Therefore, E123T was selected for testing
precise light-triggered action potential generation in neurons and
named ChETA including the equally fast ChR2-E123A mutation.
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1.4.2 Enhanced

Optogenetic Precision

in PV+ Interneurons

HEK293 cultures and oocytes are perfectly suited for basic charac-
terization of ion transport, however they do not allow for proper
testing of channelrhodopsin function because they do not generate
action potentials. Simple neuronal host systems are primary neuron
cultures such as from rat brains or organotypical slice cultures. On
the other hand, in vivo expression and patch clamp experiments in
acute slice enable tests in the environment in which channelrho-
dopsins are actually being used. However, the preparation requires
virus production, injection and appropriate expression time
(1–3months, depending on application). Hence, in vivo and ex vivo
characterization of channelrhodopsins should be only considered
for the most promising variants.

We aimed to demonstrate that fast ChETA kinetics translate to
increased precision and faster stimulation frequencies [24]. The
ideal host system for these purposes are fast spiking cortical and
hippocampal interneurons which can fire at frequencies up to
200 Hz. This requires viral transduction of channelrhodopsin in
living animals and acute slice electrophysiology of mouse brains.
Double floxed and inverted ChR2-eYFP wild-type and E123T-
eYFP DNA sequences were cloned into an adeno associated virus
(AAV) plasmid (see Chaps. 1 and 2). AAV was injected into hippo-
campus or cortex of transgenic mice that express Cre-recombinase
in PV positive (PV+) interneurons. After 1 month, expression levels
peak and channelrhodopsin function can be tested by patch clamp

Fig. 4 Oocyte current recordings. Excitation was delivered with a 5-ns laser flash
(470 nm, 0.5 mW/cm2, blue arrow) at �100 mV. Photocurrent decay was fitted
mono-exponentially with τ values shown for wild-type ChR2 (black) and E123T
(red) and traces were normalized to highlight differences in decay kinetics.
Vertical bars correspond to 2.5 nA (wild type, black; E123T, red) (Reproduced
from Gunaydin LA, et al. (2010) [24] with permission from Macmillan Publishers
Limited)

Molecular Engineering of Channelrhodopsins for Enhanced Control. . . 53



electrophysiology following standard procedure. Hippocampal or
cortical brain areas are cut into 300 μm thick slices and kept in
ACSF solution that is constantly being provided with 95% O2/5%
CO2 gas. Slices are kept at room temperature, but measurements
are conducted at 34–37 �C. Following these guidelines, patch
clamp experiments can be conducted for up to 14 h after slicing.
PV+ cells expressing channelrhodopsin-eYFP can easily be identi-
fied by their eYFP fluorescence.

To compare the precision of ChR2 and E123T, PV+ cells were
exposed to light pulse trains with increasing frequency and light-
induced action potentials were recorded. E123T expressing cells do
not exhibit a prolonged depolarization after light-triggered action
potential firing due to their fast and voltage-independent channel
kinetics. Consequently, the firing probability at fast frequencies
above 40 Hz was significantly increased while the probability for a
second or third action potential in response to a single light pulse
was reduced (Fig. 5).

In conclusion, ChETA constructs are a powerful demonstra-
tion of how changed biophysical properties of proteins can open
the door to new applications. Furthermore, they highlight the
importance of using distinct tools for specific optogenetic applica-
tions to overcome experimental limitations.

1.5 Notes Nevertheless, the search for enhanced tools does not stop here. The
fast channel kinetics reduced the overall photocurrent because the
accelerated photocycle depopulates the conducting state faster. As a

Fig. 5 Whole-cell current clamp recordings from parvalbumin interneurons expressing wild-type ChR2 (black)
or ChETA (red) in response to 10-, 80- and 200-Hz light stimulation (rows 1, 2, and 3, respectively; all 472-nm,
2-ms light pulse widths (blue bars)). Note the brisker repolarizations and reduced extra spikes in ChETA-
expressing interneurons. Scale bars apply to all traces (Reproduced from Gunaydin LA, et al. (2010) [24] with
permission from Macmillan Publishers Limited)
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result, a smaller number of channel molecules populate the con-
ducting state. This requires relativity robust expression of ChETA
which reduced the number of neurons which could fire light-
triggered action potentials in a neuronal population. However, as
a result of continuing efforts, today there are more improved
channelrhodopsin variants with large photocurrents and fast kinet-
ics available, providing ever improving reliability and precision [32,
37, 38].

Example 2: Physiologically relevant inhibition of neuronal
signals.

2 Molecular Properties of Halorhodopsin

Besides excitation by channelrhodopsins, neuronal activity can also
be inhibited by using the light-activated chloride pump Halorho-
dopsin [15]. The opposite mode of action emerges from the fun-
damentally different molecular function of Halorhodopsin [20].

Halorhodopsin from the halobacteria Natronobacterium phar-
aonis (NpHR) utilizes energy from absorbed photons to actively
pump chloride ions across membranes into cells even against elec-
trochemical gradients. NpHR transports only one chloride ion per
photon compared to hundreds or thousands in channelrhodopsins
making this chloride pump technically less efficient compared to
ion channels. Furthermore, the chloride transport is unidirectional,
but voltage dependent and thus, photocurrents would theoretically
become zero at membrane potentials around �400 mV [39].

The NpHR absorption peak is around 580 nm. However, the
absorption spectrum is very broad with 50% activity at approxi-
mately 500 nm and 625 nm [40].

In contrast to channelrhodopsins, NpHR activation, deactiva-
tion, ion transport and selectivity are more closely linked with each
other on the molecular level. Therefore, engineering one of these
features will inevitably affect one of the others, often resulting in
loss of function. Nevertheless, mutations of NpHR can shift the
absorption spectrum without affecting ion transport creating var-
iants with red shifted absorption spectra [40].

2.1 Molecular Basis

of Native and

Optogenetic Inhibition

of Action Potentials

Besides excitation, selective inhibition of electrical signals is a cru-
cial component of neuronal activity. Temporal precise inhibition of
neurons ensures that signals are forwarded and processed in syn-
chronized order without creating runaway excitation. The excita-
tion/inhibition balance is mediated by the activity of specific ion
channels which either conduct potassium or chloride ions. For
instance, the activity of potassium channels primarily hyperpolarizes
neuronal membranes whereas chloride channels primarily shunt
neurons by decreasing the so-called input resistance of cells. At
lower input resistance, larger sodium and calcium currents are
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necessary to depolarize membrane potentials and trigger action
potentials which can effectively inhibit excitatory stimulations.
Although the effect on the resting membrane potential can be
small or even zero, opening chloride channels makes neurons less
excitable because excitatory currents originating from calcium and
sodium channels are effectively drained. This is because chloride
channels transport negative ions inside whereas sodium and cal-
cium channels transport positive ions inside which generates oppos-
ing electrical currents which effectively cancel each other out.

However, inhibition by NpHR works fundamentally different
from physiological inhibition. Light activation of chloride pumps
has no effect on the input resistance of cells, but instead hyperpo-
larizes cell membranes strongly, even beyond the level of potassium
channel activity. As a result, the strong hyperpolarization can effi-
ciently prevent the generation of action potentials. Therefore,
NpHR has become an extremely valuable tool for investigating
the causal role of neuronal circuits and has been used to reveal
circuits involved in social interaction and anxiety and it has been
used to increase the pain tolerance for mice [11, 41, 42].

2.2 Engineering

Physiologically

Relevant Inhibition

Optogenetic inhibition utilizing NpHR has been successfully
applied in several studies. However, there is tremendous potential
for improvement because chloride pumps are less efficient com-
pared to channels since they pump only one ion per photocycle. In
addition, pumps can strongly hyperpolarize neurons even beyond
physiological levels, potentially affecting the physiological state of
neurons. This motivated the engineering of a chloride conducting
channelrhodopsin which mimics inhibition induced by native chlo-
ride conducting channels such as GABAA receptors.

Therefore, our goal was to convert the ion selectivity of chan-
nelrhodopsins from cations to chloride. Fortunately, the X-ray
structure of the channelrhodopsin hybrid C1C2 had been pub-
lished and for the first time, we could identify the residues forming
an ion conducting pore [43]. One striking feature here is that the
pore contains multiple potentially negatively charged residues such
as aspartate or glutamate, which would be ideal binding sites for
positive cations. Therefore, our engineering approach aimed to
replace these amino acids in C1C2 with neutral or potentially
positively charged residues such as histidine, lysine, or arginine to
attract negative chloride ions and to repel cations. The strategy was
to introduce single mutations and screen for small changes in the
ion selectivity and then to combine promising candidates to dou-
ble, triple and multiple mutations to multiply the effect of individ-
ual replacements step by step. The final construct should
demonstrate high chloride selectivity and conductivity in response
to prolonged blue light pulses.

56 André Berndt



2.2.1 Preparation of

C1C2 Mutations

Individual point mutations were selected based on the C1C2 X-ray
structure and were restricted to residues in or near the ion con-
ducting pore. The preparation of mutated constructs followed the
steps described in the previous example (1.3.1).

2.3 Choosing the

Best Test Environment

for Chloride

Conducting

Channelrhodopsins

The ion selectivity of ion channels is most accurately determined by
measuring their reversal potential using patch clamp electrophysi-
ology. As mentioned above, the reversal potential of a channel is the
specific membrane potential at which influx and efflux of conducted
ions are equal and the effective membrane current is zero. The
reversal potential of ion channels depends on the types of con-
ducted ions and the ion concentrations on both sides of the mem-
brane. For instance, C1C2 is a nonselective cation channel with
almost equal selectivity for potassium and sodium. Under physio-
logical conditions, cytosolic potassium concentrations almost equal
extracellular sodium concentrations and thus the C1C2 reversal
potential is near 0 mV. In contrast, chloride conducting channels
have negative reversal potentials between �70 and �40 mV in
neurons because chloride concentrations are lower on the cytosolic
side. Therefore, the screening aimed to identify C1C2 mutations
causing small negative shifts in the reversal potential indicating
increased chloride selectivity. Measuring the reversal potential of
mutated constructs requires patch clamp electrophysiology. Any
cell culture system that can be prepared in large quantities at low
maintenance cost is suitable such as HEK293 cells, rat primary
neuron cultures or oocytes from Xenopus laevis.

2.3.1 Protocol for

Measuring Reversal

Potentials

Electrophysiological experiments are conducted in voltage clamp
mode in which membrane currents are measured near the actual
reversal potential. The reversal potential is determined by plotting
membrane currents against the membrane potential and by reading
out the potential at which a connecting line between current values
crosses the zero-current mark (Fig. 6). Here, smaller increments of
holding potentials increase accuracy.

The second important parameter was the overall conductivity
of constructs represented by the size of the current amplitude. For
example, constructs generating small currents indicate a low con-
ductivity and were excluded from subsequent multiple mutations.

Single mutations were combined until the reversal potential
was more negative than the threshold for action potential genera-
tion in neurons. The first construct reaching that benchmark was a
ninefold mutation called iC1C2: T98S/E129S/E140S/V156K/
E162S/H173R/V281K/T285N/N297Q, (Vrev ¼ �61 mV
under physiological conditions) [25]. As predicted, the final con-
struct contains a number of mutations in which potentially nega-
tively charged residues were replaced by neutral or negatively
charged residues. This provides further evidence for the hypothesis
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that selectivity in channelrhodopsins is controlled by the electro-
static potential in the ion conducting pore. Overall about 400
mutations were tested in this round.

Interestingly, iC1C2 photocurrents were increased and the
reversal potential was more negatively shifted at high external pro-
ton concentrations. This indicated that the chloride conductivity
and selectivity could be further increased [25].

We introduced more mutations and engineered a second-
generation chloride conducting channelrhodopsin iC++ based on
the same principles of increasing the positive electrostatic potential
in the ion conducting pore. About 200 additional mutations were
tested in the second round resulting in the C1C2 multiple muta-
tion T59S/E83N/E90Q/E101S/V117R/E123S/T246N/
V242R/N258Q/E273S (Vrev¼�78 mVunder physiological con-
ditions, residue numbering has changed due to n-terminal trunca-
tion) [26].

Theoretically, the shifted reversal potential could originate
from either increased chloride or potassium conductivity. To con-
firm the ion selectivity, we conducted ion substitution experiments
in HEK293 cells. Changing the ion concentrations on either side
will affect the reversal potential, but only if those specific ions are
conducted. HEK293 is a very robust cell line which can survive in a
wide range of different extra- and intracellular ion concentrations
and pH. For example, iC++ and iC1C2 have a negative reversal
potential when the extracellular solution contained low potassium
and high chloride concentrations whereas the intracellular solution
contained high potassium and low chloride. This mimics the ionic
conditions in neuronal systems. Changing the potassium concen-
tration while keeping chloride constant had no effect on the

Fig. 6 Representative photocurrents (left and middle) and corresponding current-voltage relationships (right) of
C1C2 (black) and iC1C2 (red) recorded at membrane potentials from �75 mV to +55 mV upon 475 nm light
activation (power density, 5 mW/mm2, blue bars). The reversal potential is the membrane potential at which
observable photocurrent are zero (Reproduced from Berndt, et al. (2014) [25] with permission from the
American Association for the Advancement of Science)
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reversal potential, but changing chloride shifted the reversal poten-
tial significantly, thus confirming that iC1C2 and iC++ are chloride
conducting channels [25, 26].

2.3.2 Functional Testing

of Neuronal Inhibition

The next step aimed to demonstrate that chloride conducting
channelrhodopsins effectively inhibit action potentials. One of the
simplest systems available is primary neuron cultures from rats.
Patch clamp experiments were conducted in current clamp mode.
Electrical stimulation through the patch pipette evokes action
potentials while blue light application should inhibit the generation
of electrically evoked signals. We used two different protocols for
action potential generation: (1) Electrical pulses (5–30 ms wide)
were applied at a fixed frequency (5–20 Hz). Light was applied for
10 s during the electrical stimulation. Inhibition efficiency was
measured as ratio between evoked action potentials and electrical
pulses during the duration of the light application (Fig. 7, left). (2)
A prolonged electrical stimulus (>10 s) elevates the membrane
potential above the threshold for action potential generation and
the cells started to generate action potentials at their endogenous
firing frequencies (Fig. 7, right). Here, light was also applied for
10 s to inhibit neuronal activity. Inhibition efficiency was measured
by comparing the firing frequency pre, post, and during the light
application. We applied these protocols to cultured neurons as well
as to neurons in acute slice after in vivo expression of iC++ in
principal cells of mouse prefrontal cortex.

Most importantly, we aimed to demonstrate that iC++ is more
effective in inhibiting neuronal activity than NpHR. We generated
action potentials by using extended electrical stimuli (4 s) with
increasing current amplitudes. We measured the maximum current
amplitude at which NpHR or iC++ cells were still able to inhibit

Fig. 7 Left: Voltage trace of iC++—expressing neuron showing action potential generation by pulsed current
injections (dotted line) and inhibition during 10 s light application (blue bar). Right: Voltage trace of an iC++—
expressing neuron showing action potential generation by continuous current injections (black bar) and
inhibition during 10-s light application (blue bar) (Reproduced from Berndt, et al. (2014) [26] with permission
from the Proceedings of the National Academy of Sciences)
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action potential generation. NpHR was only able to inhibit action
potentials that were generated by electrical stimulation lower than
the NpHR photocurrent. On the other hand, iC++ inhibited action
potentials generated by electrical stimuli at least 4 times larger than
the observable photocurrent, proving that iC++ is more efficient for
inhibition than NpHR [26].

These in vitro experiments were a powerful confirmation of
iC++ capabilities. However, iC++ was designed with in vivo appli-
cations in mind and thus, it was critical to test iC++ in behavioral
experiments as well. We choose two experimental settings in which
targeted neuronal inhibition has been successfully used to cause
behavioral effects: (1) Inhibition of dopaminergic VTA (ventral
tegmental area) neurons in mice causing place aversion [44, 45].
(2) Inhibition of neurons involved in memory formation causing
loss of fear memory [46]. As expected, iC++ robustly inhibited the
targeted cell somata. Surprisingly, the behavioral effects were com-
parable to NpHR under the same experimental conditions [26]. We
assume that inhibition in these specific cell types has a relatively low
threshold that is reach by either construct.

2.4 Notes We demonstrated that iC++ inhibits cell somata in vivo at least as
efficient as NpHR, but by utilizing a physiologically relevant effect
that bears the potential for even higher inhibition efficiency. In
addition, our experiments showed that inhibition triggered by iC
++ depends on chloride gradients. iC++ inhibition is most efficient
at low intracellular chloride concentration that are found in den-
drites and somata (4–10 mM), but decreases above these levels.
Therefore, we would expect low inhibition probability or even
excitation in axons or synaptic terminals where chloride concentra-
tions can exceed 20 mM [47–49]. Inhibition in these regions is
largely mediated by potassium channels such as GABAB receptors.
Therefore, effective optogenetic inhibition of synapses must be
provided by light-activated potassium channels or an optogenetic
tool that inhibits voltage-gated calcium channels.

Furthermore, expression of light-activated chloride channels
such as iC++ or GtACR [50] in specific subcellular compartments
(e.g. in somata and/or dendrites) would be advantageous to
increase the specificity of chloride-mediated inhibition. To reach
this goal, iC++ expression should colocalize with GABAA receptors
by using specific trafficking and protein sorting signals. Both
approaches are currently subject to intensive ongoing research
efforts.
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Chapter 4

Optogenetic Control of Intracellular Signaling:
Class II Opsins

Erik Ellwardt and Raag D. Airan

Abstract

Opsins are classified as either class I (microbial) or II (seven transmembrane) opsins. Class I opsins include
channelrhodopsin and halorhodopsin, and are reviewed in previous chapters. Class II opsins are G-protein-
coupled receptors (GPCR) and include the vertebrate opsins that underlie mammalian, including human,
vision. Chimeras made of class II opsins and other GPCRs allow the precise control of secondary messen-
gers of intracellular signaling like cyclic adenosine monophosphate (cAMP) or the inositol triphosphate
(IP3)/calcium system. These allow for optogenetic control of cellular behavior in addition to the excita-
tion/inhibition axis that channelrhodopsin and halorhodopsin offer. The fast kinetics of light transduction
within these single-element chimeras allows temporally precise control of GPCR signaling. Spatially precise
control can be achieved via small optic fibers and microscopic control of the illumination field. We here give
an overview about recent developments of class II opsin/GPCR chimera as promising tools for molecular
and behavioral manipulation.

Key words Class II opsins, GPCR, Optogenetics, Viral transduction, Signaling cascade, Light stimu-
lation, Chimeric receptor

1 Introduction

Class II opsins are light-sensitive seven transmembrane proteins
which are coupled to G-proteins (GPCR). They are found in verte-
brate animals and are usually necessary for vision but as well for
circadian rhythm generation. Rhodopsin for instance is present in
the mammalian eye and consists of an opsin and 11-cis-retinal,
which is tightly bound in a central binding pocket of the opsin
protein. Intracellularly, G-proteins transduce the light signal into
modulation of the concentration of a variety of secondary messen-
gers. Chimeras between class II opsins and other GPCRs, which
have been dubbed the optoXRs, have recently been introduced as
additional tools for the optogenetic control of this form of neural
signaling.

Albrecht Stroh (ed.), Optogenetics: A Roadmap, Neuromethods, vol. 133,
DOI 10.1007/978-1-4939-7417-7_4, © Springer Science+Business Media LLC 2018
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1.1 Existing Opsins

Linked to G-proteins

Light-sensitive proteins in the mammalian eye are essential for
vision and loss of function of those rhodpsins can cause diseases
like retinitis pigmentosa. Class II opsins typically consist of seven
transmembrane helices which are intracellular coupled to a
G-protein. The opsin tightly binds 11-cis-retinal, which after light
activation isomerizes to all-trans-retinal. This isomerization leads to
a conformational change of the opsin, which then activates its
G-protein transducin [1]. The alpha subunit of transducin then
exchanges GDP for GTP and subsequently activates downstream
phosphodiesterases.

Prior structural biology work with GPCR chimeras demon-
strated for the rhodopsin-like family of GPCRs—which includes
the vast majority of most known and characterized GPCRs—that if
a chimeric protein preserved the intracellular domains of the recep-
tor, the activating stimulus could be switched to another GPCR, no
matter if the activating stimulus is a drug or light [2, 3]. The idea to
use light-induced alteration of intracellular cascades and second
messengers for neuroscientific questions became amenable when
the first bioengineered rhodopsin/adrenergic receptor chimerae
were published as the optoXRs [4]. The fusion of the extracellular
and transmembrane domain of rhodopsin with the intracellular
domains of adrenergic receptors enabled spatiotemporally precisely
control of adrenergic-like intracellular signal transduction with
light (Fig. 1).

The canonical function of GPCRs depends upon the G-protein
to which they couple. The transducin of rhodopsin transduces the
light input signal into phosphodiesterase activity that regulates
intracellular cyclic guanosine monophosphate (cGMP) activity.
Endogenous β2-adrenergic receptor (β2-AR) agonist binding leads
to activation of “stimulatory” G-proteins (Gs), which activates

11-cis 
retinal

all-trans 
retinal

hv

rhodopsin

G-protein

signaling cascade

dark state light state

α

α

extracellular

intracellular chimeric receptor

Fig. 1 Class II opsins following light stimulation. Light causes an isomerization of cis-retinal to trans-retinal
which activates rhodopsin. The intracellular domain is substituted by a chimeric GPCR which after rhodopsin
activation leads to activation of the intracellular signaling cascade of the original GPCR
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adenylyl cyclase, which produces cyclic adenosine monophosphate
(cAMP) that then, e.g., activates protein kinase A (PKA). In con-
trast, “inhibitory” G-proteins (Gi), such as those that couple to the
α2-adrenergic receptor (α2-AR) lead to decreases of cAMP and net
downregulation of PKA activity. Finally, activation of α1-adrenergic
receptors (α1-AR) leads to activation of the G-protein Gq, which
leads to activation of phospholipase C (PLC), which cleaves phos-
pholipids to inositol triphosphate (IP3) and diacyl glycerol (DAG).
DAG then activates protein kinase C (PKC) and IP3 leads to
increase of cytosolic calcium through release of organelle calcium
stores. In addition, GPCRs may also signal substantially through
noncanonical pathways such as β-arrestin, ERK, and MAPK signal-
ing pathways. The creation of a chimera of rhodopsin with the
intracellular parts of β2-AR, called opto-β2AR, has already proven
to retain the functionality of the original β2-AR following green
light stimulation [4–6], in terms of both its canonical and nonca-
nonical signaling pathway activation. Stimulation of this opto-β2-
AR causes light intensity dependent increases of cAMP with similar
activation kinetics and internalization to the endogenous beta-2-
adrenergic receptor. Viral transduction of opto-β2-AR via stereo-
tactic injection into specific brain regions already allows studying
the effect of elevated cAMP in the living animal [4, 5]. This enables
the investigator to elucidate the effect of the cAMP signaling
cascade in spatially confined regions under precise temporal con-
trol. Chimeras of rhodopsin and α1-AR, called opto-α1-AR, exhibit
light-induced phospholipase C-mediated increase of inositol tri-
phosphate upon green light stimulation [4]. Both opto-α1-AR
and opto-β2-AR have been also successfully tested in astrocytes
[7], where both lead to an intracellular calcium increase via an
autocrine secretion of ATP after Gq or Gs stimulation.

In principle, it is possible to couple any GPCR activity—and in
particular the Class A family of GPCRs—to rhodopsin and thereby
generate a device for optogenetic control of the intracellular signal-
ing associated with that GPCR. This was recently achieved as well
for the Gi-coupled serotonin receptor 5-HT1A [8], called opto-
5HT1A, and for μ-opioid signaling via opto-MOR [9]. Those two
constructs have been tested in vitro and in vivo and modulate
serotonergic and opioid signaling, respectively, via spatiotemporal
precise light stimulation. Opto-mGluR6 might be a promising
approach for restoring vision after photoreceptor damage in the
retina [10]. The metabotropic glutamate receptor 6 is linked to the
light-sensitive protein melanopsin which is normally involved in
pupillary reflex and circadian rhythm. In contrast to many other
opsins, it is very light sensitive and even reacts to daylight [10].
Combining class II opsins with other optical sensors like cAMP
sensors to monitor the effect of light stimulations on a molecular
level in real time opens new strategies for spatiotemporally precise
modulation and monitoring of cellular functions [11]. Although in
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practice the spectral properties of the excitation and emission wave-
lengths that are used have to be kept in mind carefully (see the
overview of optoXRs in Table 1).

1.2 Other

Photoactive Receptors

and Enzymes

In addition to class II opsin/GPCR chimeras, other groups have
reported the use of similar intracellular signaling control with class I
opsin derivatives. The photoactivated adenylyl cyclase from Beggia-
toa (bPAC) directly produces cAMP after blue light stimulation
[13, 14] and shows a 300-fold increase in cAMP production;
although it appears to have significant baseline activity without
light stimulation. Modulation of tyrosine kinase receptors by light
has been described recently [15] as well. Fibroblast growth factor
receptor and epidermal growth factor receptor both have been
linked to light sensing proteins (opto-RTK), two examples which
involve receptor tyrosine kinases.

1.3 Applications for

Class II Opsins in

Medicine

Promising pioneering experiments have been already conducted
which involve a recruitment of anti-tumor cytotoxic T cells into
melanoma applying optogenetics [12] in mice using these tools.
Their use in, e.g., ophthalmology [10], cardiology, and neurology

Table 1
Overview of existing chimeric Class II opsins

Opsin Characteristics
Excitation
wavelength References

Opto-β2-AR l Bovine rhodopsin and β2 adrenergic receptor
l involves Gs signaling
l cAMP increases

504 nm [4, 5, 7]

Opto-α1-AR l Bovine rhodopsin and α1 adrenergic receptor
l involves Gq signaling
l IP3 increases

504 nm [4, 7]

PA-CXCR4 l Rhodopsin and photoactivatable-chemokine
C-X-C motif receptor 4

l involves Gi signaling
l Calcium increases

505 nm [12]

Opto-5-HT l Vertebrate rhodopsin and serotonergic
receptor 5-HT

l involves Gi/o signaling
l K+ increases intracellular

485 nm [8]

Opto-MOR l Rat rhodopsin opioid like receptor
l involves Gi/o signaling
l cAMP decreases

465 nm [9]

Opto-mGluR6 l Melanopsin and metabotropic glutamate
receptor 6

l Closes TRPM1 channels

467 nm [10]
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are also conceivable. The direct optogenetic activation (or inactiva-
tion) of neurons, cardiomyocytes or skeletal muscle cells with light
activated ion channels like channelrhodopsin-2 (ChR2) has shown
promising results in animal or tissue experiments [16]. However, a
substantial effort still has to be made for class II opsins to be
implemented as therapeutic tools in medical treatments—namely
in terms of overcoming the barriers to translate gene therapy. So far,
the advantages of temporally and spatially precise control of intra-
cellular signaling cascades have opened new avenues for answering
basic scientific questions. The translation from basic neuroscience
to clinics seems possible for the future for the application of class II
opsins in medicine.

2 Experimental Procedures

2.1 In Vitro Published constructs are typically available at the researchers’ lab
who first described the opsin. When the construct/plasmid arrives,
normally a clonal bacteria-mediated expansion is necessary. To
visualize the protein, constructs are tagged to fluorophores such
as mCherry (Fig. 2a) or yellow fluorescent protein (YFP). Make
sure that the wavelengths of those reporters do not interfere with
the light-sensitive action spectra of the optogenetic tools. For a
detailed description of each step for one possible experiment with a
class II opsin in HEK293 cells please see below. In principle, every
cell type which can be transfected can be used.

1. Transfect cells 24–48 h before light stimulation with the cho-
sen construct, if it is not already available in a frozen cell line. If
so, thaw the cells at least 72 h before you want to use them. For
transfection you might use lipofectamine (Invitrogen, Ger-
many). For other cell types, electroporation might lead to a
higher yield of transfected cells.

2. Differences in cell density can change the result. Check trans-
fection rate before starting the experiment. Always use controls
with the exact same treatment.

3. Add 1–10 μM 9-cis-retinal (dissolved in DMSO, shielded from
light; Sigma-Aldrich, Germany) to the cells at least 1 h before
you start your experiment. You have to try different concentra-
tions. Always shield your cells from light from now on.

4. Determine light intensity with a photometer (Newport, Thor-
labs, USA).

5. Check your light stimulation setup before you start. Make sure
that you use the correct wavelength in your stimulation setup
although many sensors use blue or green light for excitation.
You can use DPSS lasers for example. Depending on sensitivity
of the construct, you could also use light emitting diodes.
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6. Ideally, place cells at 37 �C with oxygen and 5% CO2 supply.
Differences in room temperature might cause different activa-
tion of the sensor.

7. Stimulate cells with different light intensities and different
durations. Keep in mind that sensors might get inactivated or
become internalized following activation. Ideally the kinetics
have been published already, otherwise titration of best stimu-
lation pattern (maybe repetitive stimulation) has to be
determined.

8. Depending on your readout you might have to stop degrada-
tion of the product by adding blockers or simply by stopping
the reaction with, e.g., HCl. If you use another sensor for the
readout simultaneously you have to keep in mind wavelengths
so that the sensors do not interfere.

2.2 In Vivo Viral

Transduction of Opsins

and Imaging

For in vivo experiments, ideally a transgenic animal is used. If one is
not available, transduction via lentiviruses or adeno-associated virus
(AAV) can be done (see Chaps. 1 and 2). Those viruses, which
genetically introduce the opsins are available in several core facilities
and can be ordered easily; this means that virus production does not

Fig. 2 Transfection/transduction in vitro and in vivo. (a) Transfection of primary T cells with the class II opsin
opto-β2-adrenergic receptor (opto-β2-AR) shows membrane localization and stable transfection. Scale bar
10 μm. (b) Transduction of neurons with adeno-associated virus-mediated light-sensitive channel protein
C1V1 and GCaMP6 (AAV.CamKII.C1V1-mCherry and AAV.Syn.GCaMP6). Virus linked class II opsins are also
available and can be used for in vivo optogenetic experiments. Scale bar 100 μm
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have to be done by your laboratory, which would require additional
expertise and hardware. The appropriate titer of the virus, which
needs to be injected, has to be determined as each brain region
behaves different in terms of expression. Confocal analysis three
weeks after injection should be performed to correlate the titer with
the expression pattern of the construct (see Fig. 2b for transduction
of C1V1 and GCaMP6).

2.2.1 Process for Viral

Injection

1. Inject analgesics (e.g. carprofen, 15 μl/g bodyweight) s.c.
30 min prior to first incision.

2. Anesthetize animals with ketamine i.p. or isoflurane via mask
and continuous oxygen supply on a warming plate (37 �C).
Place animal in a stereotactic apparatus (e.g. Kopf instruments,
Tujunga, CA, USA).

3. Check that the animal does not react anymore to external
stimuli, otherwise increase anesthesia. Protect eyes by admin-
istering ointment (e.g. Bepanthen, Bayer AG, Leverkusen,
Germany).

4. Shave the animal where you want to incise the skin. Make an
incision with a surgical scissor or scalpel to remove skin. Apply
H2O2 to remove tissue and for exposure of the skull.

5. Determine with your x-y-z controller the target region on the
surface based on the position of the bregma (x ¼ 0, y ¼ 0).

6. Use an, e.g., dental driller for trepanation of the skull at the
target region. Bleeding should be treated with a surgical
sponge and 0.9% physiological solution to achieve a fast hemo-
stasis and to remove blood and debris.

7. Under control of your x-y-z controller slowly move to the
corresponding depth of the target brain region with an, e.g.,
26 G (or smaller) Hamilton syringe (Model 701 RN SYR,
Hamilton Company, Switzerland) or use micropipettes (e.g.
ringcaps from Hirschmann, Germany).

8. Injection of the loaded virus should be performed automati-
cally as slow as possible. Wait 10 min for distribution of the
virus within the tissue and slowly remove the syringe.

9. Clip or sew the skin, put the animal into a heating chamber
until it awakes and wait 3 weeks for further experiments regard-
ing the construct.

2.2.2 Imaging and

Optogenetic Stimulation

1. Repeat steps 1–6 to expose the brain region where the con-
struct was injected 3 weeks earlier.

2. Transfer animal to a two-photon microscope and connect anes-
thesia and temperature control. Control breathing rate, it
should not be less than 90/min (otherwise the animal is
anesthetized to deep).
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3. Look for expression of the opsin in the epifluorescent mode
and start imaging.

4. Light intensities for optogenetics have to be determined with a
photometer (Newport, Thorlabs, USA) as stated in the in vitro
section. An integrated optogenetic setup (meaning the beam
path goes through the objective) should be used ideally with
fast closing and opening shutters.

5. When the experiment is finished, transcardially perfuse mice
with 4% paraformaldehyde (PFA) and store tissue for further
analysis for the expression of the opsin in the tissue.

3 Notes

3.1 In Vitro

Experiments

1. Check the transfection rate before you start with your experi-
ment. If possible use transgenic cell lines as variability will
decrease.

2. Always use the same distance of the optic fiber to the cells.
There is an exponentially decay of light intensity from the tip of
the fiber (see Chap. 13). Therefore always measure light inten-
sity using your photometer at the application distance.

3. Use an incubation chamber for experiments as temperature
changes can cause significant changes in cellular physiology.

4. Make sure that you shield cells from light once you added the
retinal. There is considerable dark activity of some opsins.

5. Add 9-cis-retinal at least 30 min before optogenetic experi-
ments. Vertebrate organisms provide sufficient endogenous
cis-retinal, for cell culture experiments it has to be added.

6. Make sure that you chose the correct wavelength for your
experiment. If you do not have the appropriate laser, it might
still work provided sufficient overlap between the laser wave-
length and the excitation spectrum of the opsin. The effect will
be lower if you do not use the wavelength for maximal
excitation—although opsin action spectra are broad.

7. Control experiments:

(a) Use transfected cells which will not undergo light stimu-
lation. This is important to rule out a modulation by the
transfection itself or dark activity of the opsin.

(b) Use nontransfected cells which will get light stimulated.
This will rule out an effect which might be due to light
irradiation such as heat development.

(c) Use a control plasmid (e.g. GFP under the CAG pro-
moter) without the opsin, which will be light stimulated.
Keep in mind that still the properties of the individual
plasmid might cause an unspecific change.
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(d) Use chemicals (e.g. forskolin or isoprenaline to induce
cAMP production) acting on transfected wild-type
GPCRs as a positive control.

3.2 In Vivo

Experiments

1. Transduction efficacy should be controlled with epifluorescent
and confocal microscope analyses to reassure expression of the
opsin at the site of injection (target region). Moreover high
magnification (63� fold objective) should demonstrate mem-
brane bound expression of the opsins. Class II opsins should be
always expressed at the cell surface. Failed transduction might
be due to, e.g., defective viruses or leakage of the virus after
injection and retrieval of the syringe. Therefore the syringe
should be withdrawn after approximately 10 min, which will
reduce leakage through the injection canal.

2. The virus titer can be either to low (insufficient expression) or
to high (causing toxicity); different titers should be tested.

3. The process of transduction of the target region within the
brain can lead to injury of blood vessels and cause stroke
symptoms. Those mice have to be excluded from experiments.

4. Control experiments: perform transduction with a virus which
carries only a fluorophore to rule out any effect of the trans-
duction process itself.

4 Outlook

Class II opsins exhibit a great potential for neuroscientific analysis
as outlined in this chapter. However, its proper use is challenging
and experimental conditions (temperature, CO2, kinetics of con-
structs, proper light intensities, necessary co factors) need to be
optimized carefully to yield proper results. Spatially and temporally
precise control of intracellular signaling cascades is feasible with
these new tools. Still, at the same time the issue of how to measure
these modifications arises and has to be done carefully. Classic
techniques like ELISA, quantitative mRNA analysis via qPCR, or
western blotting are valid procedures. But, they all bear several
limitations in terms of their spatial and temporal resolution. Optical
sensors in contrast share properties with class II opsins as they
enable us to visualize instant changes in confined areas. The com-
bination of class II opsins and optical sensors for modulation and
monitoring of secondary messengers provides an all optical physi-
ology approach. Stimulation of opsins can be conducted in a spa-
tially and temporally precise manner and its intracellular effects
could be monitored instantly. For instance, to measure cAMP,
several FRET based cAMP sensors have been described already
[17] and its combination with optogenetics, although not class II
opsins, has been published [11]. However, combining class II
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opsins with FRET based sensors generates difficulties and adds
requirements to the experimental setup: the potential spectral over-
lap of excitation wavelengths (of the opsin and FRET sensor) and
emission wavelengths (opsin tagged to fluorophores for visibility,
donor and acceptor wavelength of FRET sensor) have to be kept in
mind. An algorithm for correction of photobleaching should be
included for calculation of absolute effects. If a FRET sensor is
used, simultaneous detection of acceptor and donor wavelengths
has to be ensured (Fig. 3). Other direct possible optical readouts
like bioluminescence are available too [5] and show similar tempo-
ral resolution. Some groups have detected secondary messengers
like cAMP optically indirectly via calcium changes through cAMP
gated calcium channels [4]. Calcium sensors can be either geneti-
cally encoded proteins (e.g. GCaMP6) or synthetic dyes like Ore-
gon Green BAPTA-1, and are easier to image (just one wavelength
for detection).

Although behavioral changes via class II opsins have been
demonstrated in vivo [4, 9], simultaneous measurements of the
intracellular second messengers on single cell level in vitro and
especially in vivo remain challenging and further research needs to
be conducted. The combination of class II opsins and optical
sensors bears great potential in basic research involving all classes
of cells and tissues.

Sample

DCLP 505nmBP 480/40nm
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et
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to

r

BP 535/30nm

Detector

Fig. 3 FRET detection. FRET detection requires simultaneous measurement of
acceptor and donor wavelength, e.g., via photomultiplier tubes (PMT) or
photodiodes. To measure for instance a CFP/YFP FRET pair, a dichroic long
pass (DCLP) filter at 505 nm can be used to separate both beams. BP band pass
filter
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Chapter 5

Optogenetics in Stem Cell Research: Focus on the Central
Nervous System

Johannes Boltze and Albrecht Stroh

Abstract

Stem cell-based therapies of CNS disorders represent a promising approach in translational and regenerative
medicine. Stem cell-based tissue replacement and regeneration would, for the first time, offer a causal
treatment strategy which is most likely not bound to a specific time window. Therapeutic strategies relying
on this paradigm would require administration of exogenous stem cells to the CNS and/or the augmenta-
tion of endogenous stem cell capabilities. However, it remains unclear whether tissue replacement or
bystander effects are required to induce such effects. Conventional experimental techniques will not be
able to causally reveal such information, due to the complexity and coincidence of cellular processes and
cell–target interactions, and the inability for longitudinal observations in vivo. Optogenetic approaches
allow the targeted activation or inactivation of selected cell types, including stem cells. Optogenetics can
therefore help to unravel the major therapeutic mechanism of stem cell therapy in two ways: (1) to facilitate
and improve neuronal differentiation of, e.g., ChR2 expressing stem cells and (2) to improve and test for
functional integration of stem cell-derived neurons into the endogenous circuitry after transplantation. Here,
we review the state of the art of optogenetic manipulation of stem cells to optimize therapeutic utilization
for CNS disorders with a particular focus on endogenous and exogenous stem cell populations.

Key words Embryonic stem cells, Differentiation, Optogenetics, Regenerative medicine, Stem cell
transplantation

1 Introduction

Stem cells are undifferentiated, naı̈ve cells being able to give rise to
numerous differentiated and functional cell populations. Stem cells
exhibit the ability of self-renewal by asymmetric division, resulting
in another stem cell and a slightly more differentiated, progenitor
cell [1]. The latter divides and differentiates further, giving rise to
abundant downstream daughter cells that finally become fully
matured and functional.

Stem cells can be classified regarding their potency and occur-
rence during development. Embryonic stem cells can be derived
from the inner cell mass of the blastocyst and are able to
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differentiate into tissues of all three germ layers, ecto-, meso, and
endoderm, called pluripotency. Early embryonic stem cells are dis-
cussed to be even omnipotent, being able to form extraembryonic
tissue such as the trophoblast and therefore being able to give rise
to an entire organism [2]. Fetal stem cells are multipotent stem/
progenitor cell populations which are primarily found in primordial
organs and show a reduced differentiation capacity. The use of
embryonic and fetal stem cells is restricted by ethical considerations
and the potential risk of uncontrolled growth and formation of
disorganized or even tumor tissue. Postnatal stem cell populations
are often less potent, being able to give rise to derivates of one germ
layer only. However, they can be gained more easily and in higher
quantity, while their application is usually not restricted by ethical
considerations. Induced pluripotent stem (iPS) cells are a particu-
larly interesting population. These cells are obtained from mature
cells such as fibroblasts, which are reprogrammed by viral or
mRNA-based transfection with the pluripotency factors c-Myc,
Klf-4, Oct-4, and Sox-2 [3] to regain a pluripotent state. Another
possible pluripotency factor combination is Oct4, Sox-2, Nanog,
and Lin-28 [4] which avoids the use of c-Myc, a potent proto-
oncogene. iPS cells show the same pluripotency as embryonic stem
cells, and exhibit a similar risk of tissue malformation in vivo. Their
main advantage is that they can be derived from mature tissue.
Most stem cell populations also exhibit a high secretory activity,
enabling them to influence their environment by growth factors,
cytokines and immunomodulatory mediators [5]. These effects are
frequently observed for post-natal stem cell populations such as
mesenchymal stem cells [6] and are often referred to as “bystander”
effects. Most stem cells are able of homing to sites of tissue injury
by sensing of inflammatory and danger signals, presenting a migra-
tory behavior showing highly interesting similarities to that of
leukocytes [7].

Following the discovery of postnatal stem cell populations, it
was increasingly recognized that tissue turnover, maintenance, and
repair are realized by small endogenous stem cell depots, often
embedded in a well-balanced microenvironment called the stem
cell niche. Stem cell niches may comprise compartments for hema-
topoietic stem cells in the bone marrow [8] or depots of cutaneous
stem cell population in the hair follicle [9]. Stem cell activity and
profound regeneration have been observed and thoroughly studied
for decades in tissues and organs showing a naturally rapid turnover
and a high regenerative potential such as the blood or the skin.
However, stem cell populations were also discovered in organs
being much less capable of self-renewal during ageing or following
damage.

One of the most prominent examples for such organs is the
brain. Stem cell populations in the brain have been discovered
mainly in the hippocampus and the subventricular zone. The
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hippocampus belongs to the medial telencephalon and is a part of
the archicortex. It bundles information from different sensory
systems and projects to the cerebral cortex. It is a central structure
for learning and memory formation (see also Chap. 12). Stem cells
residing in the hippocampus are believed to provide the plasticity
required to form novel and complex memories. The subventricular
zones are thin cellular structures located below the ependymal layer
of the cerebral ventricles. As such, they form the outer limit of the
former neural tube and play a major role during the ontogenesis of
the central nervous system (CNS). The subventricular zones con-
tain mainly astrocytes and astrocyte-like cell populations, but many
of those are thought to have stem cell capacities and resemble radial
glia cells [10]. The existence of adult cortical stem cells has been
proposed repeatedly [11, 12] but their nature as well as the final
proof of their existence is subject to further investigation. Indeed,
stem cell populations being endogenous to the brain were shown to
proliferate and to migrate to sites of injury [13]. Some even differ-
entiate to neuronal or glial cell populations [14]. Since most of
these cells do not integrate well into surviving local circuits and
degenerate in subsequent stages of tissue reorganization, their
overall regenerative benefit is limited. Hence, tissue loss and func-
tional decline in the CNS, for instance occurring after ischemic
stroke or during the course of Parkinson’s disease (PD), multiple
sclerosis (MS) and amyotrophic lateral sclerosis (ALS), are therefore
considered almost final once manifested. CNS stem cell popula-
tions are believed to be either incapable and/or to lack sufficient
numbers to induce real regeneration in the post-lesional mamma-
lian CNS [5].

Stem cell treatments are an emerging paradigm in translational
and regenerative medicine. Researchers and clinicians strive to
exploit the stem cell’s unique potential for future treatments of
diseases being characterized by tissue loss and degeneration. Many
of those diseases have been considered untreatable in the past, but
might be successfully addressed by upcoming therapies allowing
tissue replacement and repair [15]. This particularly applies for
disorders of the CNS. Stem cell-based tissue replacement and
regeneration would, for the first time, offer a causal treatment
strategy which is most likely not bound to a specific time window.
Therapeutic strategies relying on this paradigm would require
administration of exogenous stem cells to the CNS and/or the
augmentation of endogenous stem cell capabilities. Profound ther-
apeutic effects have been observed for many CNS disorders includ-
ing Parkinson’s Disease [16], stroke [17, 18], and Multiple
Sclerosis [19]. However, it remains unclear whether tissue replace-
ment or bystander effects are required to induce such effects.
Conventional experimental setups utilizing molecular biology or
histological techniques will not be able to reveal such information,
due to the complexity and coincidence of cellular process and
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cell–target interactions, and the inability for longitudinal observa-
tions in vivo.

Optogenetic approaches allow the targeted activation or inac-
tivation of selected cell types and individual cellular functions with
high precision and good spatiotemporal discrimination [20]. Opto-
genetics can therefore help to unravel the major therapeutic mech-
anism of endogenous cerebral stem cell populations for structural
and functional regeneration as well as the role of stem cell trans-
plants [21–23]. Here, we review the state of the art of optogenetic
manipulation of stem cells to optimize therapeutic utilization for
CNS disorders with a particular focus on endogenous and exoge-
nous stem cell populations.

Importantly, optogenetics can be utilized in two ways: (1) to
facilitate and improve neuronal differentiation of, e.g., ChR2 expres-
sing stem cells [21] and (2) to improve and test for functional
integration of stem cell-derived neurons into the endogenous circuitry
after transplantation [24]. We will cover both aspects in the fol-
lowing practical sections.

2 Practical Considerations for Choice of Virus and Opsin

Stem cells are by definition dividing cells. Typically, cell division
rates range between 8 h for mouse embryonic stem cell to 24 h for
human embryonic stem cells. This has important implications for
the selection of virus used for the delivery of genes encoding your
opsin of choice. In postmitotic neurons, adeno-associated viruses
became the favorite choice in the field of optogenetics due to their
low immunogenicity and the excellent safety profile (low biosafety
level) (see Chap. 1). Moreover, a broad selection of serotype can be
chosen to ensure cell-type-specificity (see Chap. 2). However, one
reason for the low biosafety level attributed to third-generation
AAVs represents the key downside for applications in stem cells:
Transduction with AAVs does not lead to the genomic integration
of the gene of interest (GOI). The viral plasmid rather represents an
episome. This has no practical consequences in postmitotic cells,
and expression of, e.g., ChR2 upon AAV-mediated transduction
has been reported to remain rather stable for many months [25].
Nevertheless, this represents a key disadvantage in fast dividing
cells. The episomal viral plasmid is not replicated during mitosis;
therefore, even assuming a multiplicity of infection, the number of
viral plasmids is divided into the two daughter cells. Consequently,
the expression strength of the opsin—depending on the number of
viral plasmids in the nucleus—is reduced by each cell division.
Given the necessity of a strong and stable expression of opsins
throughout stem cell differentiation and ultimately integration
into the neuronal network, within a time frame of weeks and
months, AAVs cannot be considered for stem cell-based
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applications of optogenetics. Therefore, viruses ensuring stable
insertion of the GOI into the genome should be employed. Lenti-
viral vectors, while requiring extended experience in viral produc-
tion and exhibiting higher immunogenicity and biosafety level,
provide genome integration, with the added benefit of a larger
packaging capacity (see Chap. 1). The larger packaging capacity
might allow for the integration of promoters restricting opsin
expression, e.g., to a specific lineage. As mentioned throughout
this book, due to the low single-channel conductance of, e.g.,
ChR2, the expression level has to be high (see Chaps. 3 and 8).
This is of particular importance in stem cells. Stem cells are not
electrical excitable, they do not fire action potentials, so any effect
of optogenetic stimulation solely relies on the conductance of ions
modifying signal conductance, chiefly Ca2+ [21]. Therefore, chan-
nels with increased Ca2+ conductance might be advantageous (see
Chap. 3). Ideally though, an optogenetic tool should allow for the
modification and/or steering of stem cell differentiation and for
induction of action potentials once the stem cells differentiated into
mature neurons.

3 Generating a Stable Opsin Expressing Stem Cell Line

Here, we describe the generation of a stable line of mouse embry-
onic stem cells expressing high levels of ChR2.

1. Depending on your research question, choose either a pro-
moter which is expressed throughout differentiation, such as
elongation factor 1α (EF1α), or a promoter active only in a
specific lineage (please see Sect. 4).

2. Choose an opsin directly fused with a fluorophore, to be able to
judge membrane-bound location via fluorescence microscopy.

3. Viral transduction of (stem-) cells using viral vectors invariably
leads to a heterogeneity of expression strengths due to the
multiplicity of infection, leading to the insertion of multiple
copies of the GOI into the genome. Therefore, a sorting step
selecting only highly expressing—but viable—cells is critical.
Cell viability may be assessed by propidium iodide (PI)/
annexin V (AnV)-staining using fluorescence-activated cell
sorting (FACS) and, ideally, sorting of double-negative popu-
lations in the same step.

4. Incubate stem cells with opsin-fluorophore encoding lentivirus
for 24 h.

5. Ideally conduct FACS flow cytometry. Select 5% of the popula-
tion based on the highest expression of opsin-fused fluoro-
phore and the negativity of apoptotic (AnV+) and necrotic
(PI+) markers.
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6. Upon sorting, plate a defined number of transduced ESCs and
place under a fuorescence microscope with a low-magnification
objective. Quantify the fluorescence level, note down all rele-
vant parameters impacting the fluorescence such as laser power,
gain, sampling rate. Repeat this measure every other day for
two weeks. While an initial dip of fluorescence is unavoidable
due to the reduced viability of the highest-expressing cells, the
fluorescence level should reach a stable plateau (see Fig. 1).
Once this stable plateau is reached, freeze stocks of your now
stably opsin expressing stem cell line. Control fluorescence
level of the running stem cell line every 2 weeks. Should the
fluorescence levels go down significantly, which may occur after
several months due to gene silencing, discard and thaw a new
stock.

7. For inducing neuronal differentiation, opsin stimulation alone
has not been shown to be effective [21]. Optogenetic stimula-
tion can increase neuronal differentiation, in addition to estab-
lished protocols, such as retinoic acid for differentiation into
mainly dopaminergic neurons. The most effective stimulation
parameters have not been conclusively explored (Fig. 2).
However, be aware of the intrinsic channel kinetics o, e.g.,
ChR2: The peak current exhibits the by far largest ion flux,
but inactivates fast (Fig. 1, see also Chap. 13). Therefore, rather
use short pulses of typically 10–50 ms. We suggest employing
an automated region-of-interest based stimulation routine
(Fig. 2), light intensities should range at 10 mW/mm2. Illumi-
nation of ChR2-expressing mouse ESCs every hour for 10 s/
ROI has shown to significantly increase neuronal marker
expression.

Fig. 1 Functional expression of Channelrhodopsin-2 (ChR2) in embryonic stem cells in vitro. (a) Confocal
micrograph of ChR2-ESCs revealing membrane localized expression of ChR2-YFP. Scale bar: 50 μm. (b)
Pulsed light (473 nm) evoked inward currents in a ChR2–YFP ESC in voltage clamp (light pulse indicated by
blue bar). (c) Summary data on evoked photocurrents (mean � s.e.m., n ¼ 15 cells). Adapted from [21]
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8. During differentiation, expression strength of ChR2—e.g.
driven by a ubiquitous promoter such as EF1α—will slowly
decrease, not due to gene silencing, but rather most probably
due to the overall lower protein expression level in neurons
compared to rapidly dividing stem cells.

9. Depending on the differentiation protocol used, transduced
ESCs will ultimately differentiate into mature spiking neu-
rons. Use electrophysiological measures, ideally in whole-cell
configuration, to demonstrate optogenetically induced
action potential firing (Fig. 3). Only then, upon the in vitro
prove, it can be assumed, that transplanted pre-differentiated
neurons will fire action potentials upon optogenetic
modulation.
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Fig. 2 Spatiotemporally precise long-term optogenetic control of ESCs. Schematic of automated optical
stimulation setup. The multiwell plate containing cells is placed on the stage of a fluorescence microscope rig
with robotic stage, millisecond-scale optical switching, autofocus, and environmental control of temperature
and CO2. Custom software controls all functions of the stage and microscope, as well as the CCD camera and
the light source. Adapted from [21]
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4 Notes

1. Choosing a specific promoter only active later in differentiation
process might be advantageous for driving specific lineages, but
makes it difficult to assess transduction efficacy/sorting in stem
cell stage. As packaging capacity of lentiviruses is quite large, a
solution would be to include an additional fluorophore under
control of a ubiquitous promoter in the plasmid, and using this

Fig. 3 Optogenetic stimulation of murine adult SEZ neurosphere-derived mature neurons transfected with
Ngn2-IRIS-DSRed and transduced with EF1a-ChR2-eYFP lentivirus. (a) Expression of Ngn2. (b) Coexpression
of ChR2-eYFP. (c) Patch clamp pipette positioned on a coexpressing stem cell-derived neuron. (d–f) High
magnification images showing neuronal morphology and smooth membrane-bound expression of opsin. (g)
Light stimulation leads to action-potential firing of opsin-transduced stem cell-derived neuron. In cooperation
with Benedikt Berninger, Mainz
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color for sorting in ES cell stage, when the specific promoter
driving the opsin is not active yet.

2. Red fluorophores such as m-cherry tend to form intracellular
aggregates. If possible, use green/yellow fluorophores (GFP or
YFP). This will increase the fraction of functional opsin mole-
cules integrated in the membrane.

3. Rather employ culture conditions in which stem cells are
adhered to the bottom of the culture plate, avoid free floating
cultures. Otherwise, no effective optogenetic modulation of
differentiation can be assured, as cells will not be reliably
located in the focal plane of the objective of the microscope
used for stimulation.

5 Outlook

Numerous cell- and stem cell-based treatments for CNS disorders
have been investigated over the past decades [26–28]. Many have
shown considerable treatment benefits in relevant preclinical mod-
els, and some already advanced to early-stage clinical trials [29–31].
However, the initial enthusiasm regarding stem cell-based regener-
ative therapies for CNS disorders was mitigated when research
results indicated that paracrine mechanisms and factor secretion
[32], immunomodulatory properties [33, 34], and other bystander
effects rather than brain tissue regeneration are at least partly
responsible for the observed treatment effects. Moreover, it became
clear that tissue replacement is harder to achieve than originally
anticipated. This even accounts for stem cell populations which
clearly have the potential to differentiate into functional tissue
[5], although spontaneous differentiation and long-term integra-
tion of such cells is regularly observed even in human patients [35].
A potential explanation for this observation might be the decline of
endogenous cellular guidance structures such as radial glia, which
are present during organogenesis and are required for the orche-
strated construction of the structurally and functionally highly
complex human brain [36]. Artificial replacement of these guidance
structures by inert biomaterials has been suggested [37], but those
solutions are far from being clinically applicable. The lack of cellular
guidance structures might be of particular relevance in CNS dis-
orders leading to massive structural damage such as ischemic stroke
or traumatic brain injury whereas diseases causing the loss of
selected cell populations such as PD are believed to be easier targets
for stem cell-based neurorestorative therapies [38]. Nevertheless, it
remains unclear in the field whether or not a certain cellular ability
including the differentiation potential into functional tissue is
indeed required to induce the therapeutic benefit.

Optogenetics in Stem Cell Research: Focus on the Central Nervous System 83



On the other hand, experimental and clinical protocols of
future stem cell-based therapies will have to be tailored towards
best possible implementation of the most relevant treatment effect.
If tissue regeneration was the main therapeutic mechanisms, a more
sophisticated, technically challenging and potentially complication-
borne local (intracerebral) cell transplantation might be the option
of choice, whereas systemic immunomodulation might be best
achievable by a systemic intravascular administration. Finally, stem
cell therapies come with a number of risks and side effects as it is the
case for most treatment paradigms. Those might be related to the
naı̈ve nature of the utilized cell populations [39], the chosen trans-
plantation route [6], or potential interactions with concurrent dis-
eases [40]. Hence, the optimum treatment protocol will also
require minimization of such potential adverse events, providing
the best possible balance of benefit and risk.

Taken together, a clear understanding on the major and most
important therapeutic mechanisms is pivotal for the clinical trans-
lation of stem cell therapies for CNS disorders. Optogenetics is
among the most advanced methods to explore therapeutic effects
of stem cell therapies for CNS disorders. For instance, dampening
of neuroinflammatory mechanism as a therapeutic effect was
observed by utilizing the technology [41]. On the other hand,
some studies combined optogenetics with neuronal stem cell trans-
plantation, thereby showing the importance of efficient neural
circuit repair for sustained functional improvements after stroke
or experimental PD in rodent models [42]. Exact understanding
of circuit recovery mechanisms and their impact on functional
reconstitution will be pivotal to optimize stem cell therapies while
at the same time reducing their risks. Potential directions of such
research might include solving the question which afferent and
efferent projections emerging from a stem cell graft are required
for functional improvements, and which temporal sequence of graft
implantation and implementation are best suited to promote those.
Moreover, the effects of a stem cell graft-derived signals on “down-
stream” brain areas has to be explored, including potential detri-
mental effects such as induction of epileptiform signal patterns.
Finally, a thorough understanding of graft-derived circuits and
their interaction with preexisting host networks or host circuits
being subject to post-injury plastic reorganization will be relevant.
Some studies already started to address such questions [43–45],
but are far from providing a detailed and final understanding of the
complex process of neuronal circuit repair.

Optogenetic techniques hold a great potential not only for the
understanding, but also for the optimization therapeutic
approaches targeting CNS disorders. Optogenetics has been
shown to mitigate seizures in a rat model of ischemic cortical injury
[46] and could likewise control post-ischemic neuronal hyperexcit-
ability. Optogenetic manipulation of neuronal circuits could finally
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be used for targeted stimulation of neuronal networks as well for
augmentation of stem cell-based neuronal network formation in
order to augment plasticity-based functional recovery [47].
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Chapter 6

Optogenetic Applications in the Nematode Caenorhabditis
elegans

Katharina Elisabeth Fischer, Nathalie Alexandra Vladis,
and Karl Emanuel Busch

Abstract

The advantages of the nematode Caenorhabditis elegans, such as a well-characterized nervous system,
complex behavioral patterns, powerful genetics, and experimental tractability, establish this animal as an
excellent platform for optogenetic studies and manipulation. A roadmap for conducting optogenetic
experiments in C. elegans is provided in this chapter. We give advice on the choice of appropriate
optogenetic tools, generation of transgenic animals and the preparation of animals for experiments, and
describe using the nematode for optogenetic tool engineering by detecting body wall muscle contraction.
We also survey specific optogenetic applications in C. elegans that give insight in long-term behavior and
development; all-optical interrogation, combining optogenetic neuronal manipulation with the simulta-
neous detection of neural activity by calcium sensors; the optogenetic generation of reactive oxygen species
for cell and protein ablation and mutagenesis; optogenetic control of intracellular signaling pathways; and
the harnessing of optogenetics for a drug-screening platform by pacing pharyngeal muscle contraction.

Key words Caenorhabditis elegans, All-optical interrogation, Genetically encoded photosensitizers,
Intracellular signaling pathways, Drug screening, Pharyngeal pumping, Electrophysiology

1 Introduction

Since the nematode Caenorhabditis elegans was chosen by Sydney
Brenner to study the development of animals four decades ago, it
has become one of the most widely used model organisms in
biology [1]. Thanks to its powerful genetics, experimental amena-
bility and the extensive resources available in the research commu-
nity, this organism has enabled numerous discoveries such as of the
genes causing apoptosis, and frequently was used to pioneer tech-
niques such as the use of fluorescent proteins. It also has become an
important model to elucidate the mechanisms that guide the devel-
opment or function of nervous systems, and all aspects of its
compact nervous system are under intensive investigation [2].
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Optogenetics has rapidly become an indispensable part of neu-
robiological research, and C. elegans has featured in it from the
start—it was the first intact animal in which channelrhodopsin
(ChR2) was used [3]. Starting with the use of light-gated channels
to excite neural activity, optogenetics has expanded into every
conceivable direction to yield mechanistic insight in molecular,
cellular, and systems neuroscience. C. elegans plays a prominent
role and holds promise in three areas in particular: the testing and
validation of newly developed optogenetic tools; the elucidation of
a functional connectome, based on the completely mapped ana-
tomic connectome; and in high-throughput screening approaches.

In this chapter, we will briefly survey the current scope of
optogenetics in C. elegans for investigating neurobiological ques-
tions. The chapter is broadly oriented along an experimental flow-
chart (Fig. 1) to support designing experiments and to address
individual scientific questions. We will describe general considera-
tions and conditions for conducting optogenetic experiments in C.
elegans, such as how to choose an appropriate tool, starting with a
description of how to prepare animals for optogenetic stimulation
(Sect. 2). We also give information about how to choose appropri-
ate optogenetic tools and how to improve tool expression in vivo
(Sect. 3). We then outline the investigation and validation of opto-
genetic tools by a simple experimental approach of muscular stim-
ulation, enabling insights into tool characteristics such as kinetics,
excitation wavelength, and light sensitivity (Sect. 4).

The next part (Sect. 5) discusses specific applications, giving the
researcher the possibility to select from an abundant optogenetic
toolkit the tool of choice to address individual scientific questions.
A broad spectrum of routes is available for phenotypic readouts in
locomotion and other behaviors. We describe selected strategies,
namely chronic neuronal manipulation by rhodopsins to investigate
locomotion and developmental defects due to long-lasting changes
in neuronal circuits (Sect. 5.1). All-optical interrogation of neural
circuit function is an exciting new direction of research in neurobi-
ology, where genetically encoded indicators of neural activity are
used for functional neuronal imaging coupled with optogenetic
stimulation of specific neurons (Sect. 5.2). We describe optogenetic
inactivation of proteins or cells (Sect. 5.3) and the optogenetic
control of intracellular signaling pathways (Sect. 5.4) for studying
neurodegeneration and signaling pathways, respectively. Finally, we
introduce a C. elegans drug-screening platform based on the opto-
genetically controlled feeding organ, the pharynx of C. elegans,
which enables studying aberrations in pharyngeal pumping behav-
ior caused by drug application or genetic defects affecting muscular
function (Sect. 5.5).

Several excellent reviews have been published recently that deal
with aspects of C. elegans optogenetics we have not covered here,
and we encourage readers to consult them as well [4–8].
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2 General Considerations for Setting Up Optogenetic Experiments in C. elegans

2.1 Preparing

Cultivation Dishes

For opsin-based tools, the opsin chromophore all-trans-retinal
(ATR) must be provided to C. elegans, which unlike vertebrates
do not produce ATR by themselves. The chromophore is covalently
bound to the active site in the channel pore by forming a Schiff
base. It changes its conformation to 13-cis-retinal by illumination
with light of channel-specific wavelength, evoking the opening of
the channel (see Chap. 3), making it light sensitive (see Note 1).
ATR is supplied by feeding of a mixture of E. coliOP50, suspended

Fig. 1 This flowchart serves as an experimental guideline for optogenetic applications in C. elegans. The layers
lead the researcher from different research fields (yellow) to the corresponding specific optogenetic
approaches (blue). In the next layer, marked in green, an overview about the phenotypic reaction and
observation evoked by the chosen optogenetic tool is provided. The red layer then gives detailed information
about the different possibilities of phenotypic readout. Which experimental setup is suggested for the
individual experiment is shown in violet. The black layer gives information about the analytical readout of
the respective experiment
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in bacterial growth media, and 0.1 mM ATR (diluted from
100 mM in EtOH). For this, NGM (Nematode Growth Medium)
cultivation dishes are seeded with 300–400 μl of the OP50/ATR
mixture. Alternatively,�30 μl of 5 mMATR in EtOH can be added
to a pre-grown lawn of OP50, as the presence of ethanol inhibits E.
coli growth. Once the bacteria form a dry lawn, animals can be
placed on the dishes.

2.2 Cultivation of C.

elegans on ATR Dishes

On the first day, 3–5 adults are placed on a freshly prepared ATR
dish to raise the next generation of worms that will appear 2–3 days
later. This can be repeated several days in a row to guarantee that a
large number of animals is available every day for assays. On the day
before assays shall be performed, L4 larvae are transferred to ATR
dishes to obtain synchronized young adults for the next day mea-
surement. Particular exposure is required if the optogenetic tool is
expressed from an extrachromosomal array. Extrachromosomal
arrays are formed by homologous recombination from 100 to
200 copies of the injected plasmid [9]. Since transmission rate of
these arrays to the next generation is variable but nearly always
<100%, and since they can be silenced or evoke tessellated expres-
sion patterns, it is crucial to confirm before the transfer that the
gene is indeed expressed in the neuron(s) of interest. As a negative
control, transgenic animals raised under the same conditions but
without ATR can be used, where bacterial lawns are supplemented
with ethanol alone.

An ATR dish can be used for around 3–5 days. To verify the
quality of ATR dishes, it is beneficial to run a strain which expresses
an optogenetic tool with a clear light-evoked response as an addi-
tional ATR control. This can be a strain expressing channelrhodop-
sin-2 (ChR2) in body wall muscles (BWM) [3], which shows body
contraction under a fluorescence microscope upon blue light illu-
mination (see also Sect. 4.1). For experiments, it is highly recom-
mended to use ATR dishes that were prepared on the same day or
the day before.

2.3 Preparation

of Animals

for Stimulation

The preparation of the animals for optogenetic manipulation
depends on the information that is sought as readout.

To record locomotion, behavioral assays with freely moving
animals should be performed on or off food, depending on the
selected tracking system. Typically, the animals are placed on the
assay dishes and their movement and behavior recorded immedi-
ately or after a short acclimatization period of 10–15 min.

For experiments requiring immobilized animals, different set-
ups are possible to use. The simplest method is fixation with poly-
styrene beads [10]. For that, preparation of 10% agar pads prepared
with M9 or similar buffers is needed [11]. After adding 1–2 μl of
polystyrene beads to the pad, animals should be transferred to the
pad. Then a coverslip is placed on the sample very gently in order
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not to squeeze the worms. An advantage of this method is that
worms can be recovered after the experiment. For that, the cover-
slip shall be removed gently as well by lifting it up. A droplet of M9
worm buffer can now be added to the worms on the pad and they
can be recovered by transferring themwith an eyelash pick to a fresh
NGM dish.

Microfluidic devices can be used to record fixed animals and
expose them to defined sensory stimuli or environmental condi-
tions. The devices are mostly made of polydimethylsiloxane
(PDMS), a nontoxic, flexible, gas-permeable, and transparent poly-
mer. PDMS is a material that can partly be combined with other
materials such as steel, glass, or silicone, enabling the creation of
more complex devices to meet the needs of individual experiments.
In a typical PDMS device, worms are moved to the microfluidic
chamber slots by pressure control. The animals are pooled in buffer
as a source outside the microfluidic device and sucked via a hose
into the channels of the device by low pressure. Immobilization can
be done by different strategies, such as filling the chambers with the
temperature-sensitive PF127 gel, which gelatinizes by temperature
increase and so can be controlled by hot water in separate channels
covering the animal holding chambers [12]; or by using PDMS
membranes deflected by pressure [13]. The most common immo-
bilization strategy is to use microfluidic devices in a tapered shape,
where animals are pulled into the tip of the narrowing channel by
negative pressure. For behavioral studies on body wall muscles
during optogenetic stimulation, Hwang et al. created a device
enabling the fixation of the animals on both body ends with pneu-
matically controlled microvalves [14]. Diverse designs of microflui-
dic chambers are available for worm culturing [15], worm sorting
[16, 17] and microinjection [18] as well as for imaging [19, 20],
high-throughput imaging [21], developmental studies [22] and
behavioral analysis [23–25]. Also, a microfluidic device for electro-
pharyngeogram (EPG) recordings has been developed [26]. Sev-
eral of these devices allow the application of drugs, odors or other
stimuli during analysis.

Another possibility for immobilization is to glue the animals on
an agar pad with tissue glue (e.g., 2-octyl cyanoacrylate) [27]. The
required equipment can easily be self-made. For this, a small plastic
hose is equipped with a pipet tip on the one side and with a glass
capillary on the other side. By holding the capillary tip into a drop
of glue and sucking on the pipet tip, the needle can be filled with
glue and used to apply the glue to a worm placed on a round
Sylgard-covered coverslip (25 mm) in a preparation chamber
(here an empty 3 cm cultivation dish can be used), filled with
physiological buffer, e.g., M9. Gluing worms requires some
practicing and recovery of the worms is not possible, but for
experiments requiring strong immobilization, this method can be
very beneficial.
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For fluorescence imaging, treatment with sodium azide can be
more reliable than immobilization with polystyrene beads or glu-
ing, where detection of fluorescence is sometimes impaired by
scattered light due to the fixation material. Sodium azide blocks
the mitochondrial respiratory chain and leads to paralysis and death
at higher concentrations, so worms cannot be recovered unless the
concentration of NaN3 is carefully adjusted. For preparation, after
worms are placed on a 2% Agar pad, 1–2 μl of 50 mM NaN3 in M9
buffer is added to the animals and these are covered with a cover-
slip. The sample now can be used for up to 30 min to take fluores-
cence images before necrosis leads to an increase in
autofluorescence.

2.4 Microscopy

Setups for Optogenetic

Stimulation

The basic setup consists of a fluorescence microscope, optionally
with a movable stage; a fluorescence light source enabling illumina-
tion with the wavelength of interest; and a camera. The fluores-
cence light can be provided by an LED system or by a mercury
lamp. The corresponding filter sets and the light intensity should be
adjustable for intensity-dependent activity measurement. In both
cases a computer-controlled shutter system is mandatory to provide
illumination for distinct periods as well as for repeated illumination,
e.g., for quantification of tool recovery during periodic illumina-
tion. For locomotion analysis, automated tracking systems have
been developed by several labs, so a wide range of tracking systems
is available for addressing the individual research question. Avail-
able tracking systems are described in detail by Husson et al. and
especially for optogenetic applications by Kimura and Busch [4,
28]. Additionally, Kimura and Busch provide a guide to the advan-
tages and disadvantages of different optogenetic assay setups in
terms of ease of setting up individual systems.

3 Choosing the Right Optogenetic Tool

3.1 Expression

of Optogenetic Tools

in C. elegans Neurons

The quality of optogenetic tool expression and functionality is
strongly influenced by the specific promotor used for distinct tissue
or cell expression (see also Chap. 2) and by its codon-dependent
strength of expression. Optogenetic genes whose codon usage is
not optimized for C. elegans frequently have expression levels that
are too low to cause a response to optical stimulation. The opposite
case, where codon usage is highly optimized and the protein over-
expressed, can lead to aggregated structures of the optogenetic
protein and to toxicity. To optimize or modulate expression levels
in C. elegans, Redemann et al. showed that it can be fine-tuned by
changing codon usage, with an adaptation index (CAI) that ranges
from 1 for highly expressed proteins to 0 for lowest expression rate.
The C. elegans codon adapter is available as a web tool to choose the
best codon usage for the tool of interest [29].
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Fusing the tool of interest with a fluorescent protein to detect
local tool expression in some cases also induces protein aggregation
and reduced functionality by disrupting the correct protein confor-
mation. This problem can be overcome by using bicistronic systems
with the C. elegans-specific spliced leader RNA 2 (SL2), allowing
the parallel expression of the optogenetic tool of interest and a
fluorescent protein in the same cells from the same operon if SL2
is placed between the encoding genes [30]. Nonoptimal expression
can also occur depending on the promotor used. The pharyngeal
myosin promotor myo-2 is an example of a promotor leading to
strong overexpression which frequently results in toxic activity of
optogenetic genes. To express optogenetic proteins guided by this
and other strong promotors, a balance should be found between
functionality and overexpression, where higher concentrations of
the injected DNA form larger extrachromosomal arrays and achieve
higher expression levels. This has been shown with ChR2(H134R)
expression in the C. elegans pharynx. Here, injecting the
plasmid encoding the gene at 5 ng/μl led to a strong aggregation
of the ChR2 protein, where the animals were small and slow-
growing (unpublished data), whereas injection at 3 ng/μl showed
a regular expression pattern, tool functionality and no abnormal
phenotypes [31].

3.2 Standard

Optogenetic Tools

The membrane-located, seven transmembrane domain-containing
cation channels Channelrhodopsin-1 and -2 (ChR1 and 2) from
the green alga Chlamydomonas have been first characterized by
Nagel et al. as potential optogenetic tools [32, 33] (Fig. 2a).
Today, ChR2 with its membrane depolarizing function serves as
the most popular photoactivating tool. ChR2 shows maximal acti-
vation at a wavelength of 470 nm and channel closure occurs within
a few milliseconds after switching off the light (τoff 10� 1 ms) [34]
(see Chap. 3). In 2005, the point-mutated variant ChR2(H134R)
was fused to yellow fluorescence protein (YFP) and expressed in C.
elegans body wall muscles [3] (Fig. 2a, b). ChR2(H134R) benefits
from a twofold delayed channel closure (τoff 19 � 2 ms) [34],
enabling an extended cation current and therefore stronger depo-
larization, and is still one of the best photoactivators available. The
functionality of the channel in living C. elegans was shown by
muscle contraction upon blue light illumination [3]. Meanwhile
the arsenal of de- or hyperpolarizing tools has grown immensely
and keeps increasing. A number of photoactivating tools offer
properties distinct from ChR2(H134R):

l Different excitation/emission wavelength: the red-shifted var-
iants Chrimson [35] or the chimeric C1V1-ET/ET [36] allow
experiments requiring spectral separation of illumination.
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l Light sensitivity and conductivity for specific cations: CatCh
(ChR2(L132C)) has higher Ca2+ conductivity and is 70-fold
more light sensitive compared to ChR2(H134R) [34].

l Duration of open state: ChR2(C128S) shows a strong delay in
channel closure with a τoff of 106� 9 s and can be used for long-
term manipulations (see also Sect. 5.1) [37, 38].

In almost the same manner, variants of photoinhibitory mem-
brane proteins are available. The first tool tested in C. elegans was
halorhodopsin (NpHR), a yellow light (590 nm)-activated chloride

Fig. 2 The experimental scheme of body length measurement to investigate the function and characteristics of
novel rhodopsins. The membrane depolarization properties of ChR2 equipped with ATR shall serve as an
example (a). First, the DNA encoding ChR2, fused to GFP and driven by the myo-3 promoter for expression in
body wall muscle (BWM) (b), is microinjected followed by verification of expression in the F2 generation via
GFP fluorescence (c). White arrowheads show, apart from BWM expression, anterior fluorescence in muscle
arms forming neuromuscular junctions to neurons located in the nerve ring as well as in vulva muscles and
posterior in anal muscle. Change of body length (here contraction) is determined by skeletonization of the
worm’s shape before and after illumination (d). (e) A typical graph, reflecting the relative body length upon
ChR2 stimulation with and without ATR. As described in the text, the curve gives insights in the channel
kinetics and the level of maximal contraction
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pump found in the halobacterium Natronomonas pharaonis,
provoking elongation of the animal when expressed in BWMs or
cholinergic motor neurons [39]. In comparison, the outward-
directed proton pumps archaerhodopsin (Arch) from Halorubrum
sodomense and Mac from Leptosphaeria maculans show a slight blue
shift of their maximum activation wavelength, expanded activation
spectra and higher photocurrents in C. elegans [40–43].

Although there is a wide range of optogenetic tools available,
the development of new tools continues to form an important part
of optogenetic research. Quality of specific expression, light sensi-
tivity, conductivity, spectral separation, and on/off kinetics remain
to be improved. So in C. elegans simple body length contraction
experiments, first used by Nagel et al. [3] can serve as a basis for
tool engineering, since they provide direct information about key
channel characteristics such as gating kinetics, light sensitivity, tool
recovery and the wavelength of maximal channel activity.

4 Readouts for Validating Optogenetic Tools

4.1 Body Length

Measurement

After microinjection and the successful expression of the tool of
interest in C. elegans BWM is verified by fluorescence microscopy
using fluorescent reporters (Fig. 2b, c) or immunocytochemistry,
transgenic animals are raised on ATR dishes as described in Sect.
2.1. For measurement, the animals are transferred to unseeded
NGM dishes and video recorded, optionally by following the ani-
mals with a movable stage. As a target value, 2 s illumination time is
sufficient for body length analysis to ensure the maximal tool
activity but can be prolonged or reduced contingent on the desired
experimental readout. Afterwards the videos are analyzed by
extracting the single frames and measurement of the worm length
using skeletonization of each worm’s shape from head to the tip of
the tail for each frame (Fig. 2d). This process has been automated
by custom-written scripts in Labview or ImageJ [36, 44–46]. Body
length values are normalized to the mean of the period before
illumination for each single animal. Body length can then be calcu-
lated as the mean of each time point from animals of the same
strain. The resulting curve of body length over time can now be
used to analyze on/off kinetics (Fig. 2e). The series of data points
from the pre-illumination baseline to the state of maximal change
of body length, or from the state of maximal change of body length
to the part were animals revert to their normal body length after
illumination can be fitted with a nonlinear curve, using Origin,
Prism, or comparable software. The resulting equation yields the
τon- and τoff –values, respectively, and give insight into the channel
kinetics (Fig. 2e). The maximal change of body length result is
calculated by averaging the mean of time points 1–2 s after onset
of illumination from each single animal (Fig. 2e). To investigate the
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light sensitivity, sets of animals were measured at different light
intensities and the maximal changes of body length calculated.
These values were plotted on a logarithmic scale to the
corresponding light intensities, fitted with a logarithmic curve
and the half-maximal values can be obtained from the equation.

4.2 Electro-

physiology

For further tool characterization, electrophysiological patch-clamp
measurements on muscle cells can give insight into strength of
inward current and conductivity properties for specific ions of the
optogenetic tool probed (see Chaps. 3 and 8). For in-depth infor-
mation on characterizing optogenetic tools using this sophisticated
method see references [46–48]. Electrophysiological measure-
ments in C. elegans are not widely used in the community because
they are laborious, require specialized experience and expensive
equipment.

5 Specific Optogenetic Applications

5.1 Long-Term

Manipulation of

Nervous System

Development or

Function

Many aspects of development and function of neurons involve
long-lasting changes to neuronal properties, such as in long-term
memory. To address such questions with optogenetics often neces-
sitates chronic manipulation of neuronal activity. In principle it is
possible to use standard optogenetic tools such as ChR2 to activate
neurons for several minutes and likely even longer, and they have
been used this way in C. elegans [25] and other models [49].
Channelrhodopsin has a short-lived high conductivity state which
desensitizes to a smaller steady-state conductance in continuous
light (see also Chap. 3), which can be used for long-term
stimulation.

However, a serious drawback of long-term in vivo application
of ChR2 is that it requires continuous high-intensity blue light to
gate it, causing phototoxic and behavioral avoidance effects.
Another aspect to consider is that high-level expression of ChR2
can induce long-term structural changes in neurons, such as abnor-
mal axonal morphology, and very likely functional changes, even
when the channel is not activated by light [50]. We speculate that
this may be due to chronic low-level permeation of Ca2+ through
the channel. For experimental considerations, see Note 2.

Overall more suitable tools for long-term stimulation are bi-
stable light-gated neural state switches that operate at different
timescales because brief pulses of light cause their long-lasting
opening [38]. They offer the key advantage that they require less
frequent and less intense light stimulation, thus avoiding photo-
toxic effects. Schultheis and colleagues demonstrated that slow
variants of ChR2 with mutations at cysteine 128 that have delayed
off-kinetics can be used in C. elegans for chronic or long-lasting
stimulation [37]. From the different mutations tested at C128,
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serine had the best expression levels, the longest opening (with a
τoff of 106s) and was the most photosensitive. ChR2(C128S) can
be inactivated by green-yellow light, enabling full temporal control
as a bi-stable neural state switch. ChR2(C128S) is reliably gated by
blue light at an intensity of 0.01 mW/mm2 to cause body wall
muscle contraction, considerably less than ChR2 requires (in the
same experiment, 0.08 mW/mm2 or higher). This slow variant was
shown to induce prolonged depolarization of muscles and neurons,
and to induce long-lasting muscle contraction and command
interneuron-induced long-term behavioral effects, namely exces-
sively long reversals (backward movements). It could be used to
manipulate animal development as well: the ASJ sensory neurons
serve during larval development to control entry or exit into an
alternative developmental path, the dauer larva state. Constant
photoactivation of ChR2(C128S) in ASJ with low intensity light
(ca. 0.1 μW/mm2) for 3 days prevented entry into the dauer state,
and also promoted exit from this state in dauer larvae [37].

The activity of the C128S variant declines very significantly
upon constant illumination, however. After 24 h, responses are
down to �20% of the maximal response, most likely due to transi-
tion to a nonactivatable “lost state.”

Other than using channels that use ATR as cofactor, optoge-
netic tools based on azobenzene-derived chemical photoswitches
have the potential to remain in an activated state for long periods of
time until they are switched off by a separate light signal [51, 52].
They have not been applied in C. elegans yet but constitute
promising tools for the long-term control of neurons.

5.2 All-Optical

Interrogation of the

C. elegans Nervous

System

Recent years have seen striking progress in the development of
genetically encoded neural activity sensors, optogenetic actuators
and microscopy techniques, and an increasing focus has been on
using these tools in combination to achieve a deeper understanding
of neural circuit function in the living animal. Using such “all-
optical” approaches is technically challenging but offers many
advantages, namely that they are noninvasive, can target a flexible
number of neurons and procedures can be performed in parallel by
using discrete wavelengths or spatial targeting.

Three choices have to be made: (1) Which optogenetic control
tool; (2) Which genetically encoded activity sensor; and (3) Which
microscopy system to use. In our view, the current method of
choice is to combine an optogenetic actuator with a genetically
encoded calcium sensor which are spectrally separated (see also
Chap. 9), and target each to a subset of neurons, using specific
promoters, in a tracking setup that enables recording in freely
moving C. elegans. The spectral separation has the benefit, com-
pared to other solutions, that neurons targeted for manipulation
and recording can be freely chosen, even if they are close to each
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other, and that optogenetic stimulation, neural activity recording
and behavioral analysis can all be performed simultaneously.

Only a few studies have been performed in this manner in C.
elegans so far. In a proof-of-principle experiment, Inoue and col-
leagues expressed ChR2 in the ASH sensory neurons and the red
calcium sensor R-CaMP2 in the postsynaptic AVA interneurons.
ASH stimulation caused both a Ca2+ increase in AVA and transient
backward movement [53]. The recording was done on a confocal
microscope with laser illumination of R-CaMP2 and blue light
stimulation of ChR2 with a mercury lamp. Animals were placed
on an agar pad and covered with a coverslip, which is not optimal as
it modifies their movement patterns. Tracking was done by manu-
ally moving the stage to keep the worm in the field of view.

In the most extensive application of this approach yet, pairs of
spectrally separated actuators and calcium sensors (GCaMP3—
NpHR and RCaMP—ChR2) were used to dissect the circuit down-
stream from the AIY first layer interneurons, with the actuators
expressed in AIY and the sensors in two different downstream
interneurons, RIB and AIZ[54]. For tracking, a motorized stage
kept animals in the center of the field of view based on the fluores-
cent signal from the neuron. Illumination of the sensors required
constant illumination with a Xenon light source, while ChR2/
NpHR were stimulated for several seconds by light pulses from a
separate LED light source.

5.3 Optogenetic

Generation of Reactive

Oxygen Species to

Ablate Cells, Inactivate

Proteins or Mutagenize

DNA

5.3.1 Ablating Neurons

with Genetically Encoded

Photosensitizers

When chromophores absorb photons, they can generate reactive
oxygen species (ROS) that rapidly undergo oxidative reactions with
nearby molecules, leading to tissue damage. In fluorescent proteins
such as GFP, the chromophore is shielded from oxygen in the
environment by the β-barrel protein structure, largely avoiding
ROS generation upon illumination. However, fluorescent protein
variants have been discovered that generate large amounts of reac-
tive oxygen species when illuminated with visible light [55]. Due to
their high and rapid reactivity, ROS will have a very localized effect
limited to structures very close to the ROS generator. These pro-
teins can therefore be harnessed as optogenetic tools where the
highly reactive free radicals they produce are used to kill cells
in vivo, to irreversibly inactivate proteins or cellular structures
with high temporal and spatial precision, or even to mutagenize
genomic DNA. The acute inactivation of proteins tagged with
photosensitizers has an advantage over chronic loss-of-function
mutations, as the latter will affect development as well and may
lead to the neurons and circuits adapting to the absence of the
protein, often complicating the interpretation of mutant pheno-
types. Compared to ablation with a laser microbeam, using photo-
sensitizers to ablate neurons offers the benefit that no special
equipment is needed, that the procedure is easier and less likely to
damage neighboring cells, and that larger numbers of worms can be
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treated, at any developmental stage, whereas laser ablation is typi-
cally limited to early larval stages. On the other hand, it critically
depends on the availability of strong but specific promoters driving
expression of the photosensitizing proteins in the cells of interest.

The genetically encoded photosensitizers KillerRed and min-
iSOG (mini singlet oxygen generator) are the best-established tools
for optogenetically ablating cells in C. elegans. The two are not
functionally equivalent, as KillerRed almost exclusively produces
superoxide radicals (O2l

�) [56, 57], whereas miniSOG generates
primarily singlet oxygen (1O2) but possibly also other ROS [58].
Superoxide preferentially reacts with iron sulfur centers and nitric
oxide and can be converted to hydrogen peroxide (H2O2), poten-
tially generating a cascade of different ROS. Singlet oxygen has
particularly high reactivity and is believed to react in the immediate
vicinity of where it was generated, with no selectivity. It cannot be
converted to other ROS.

5.3.2 KillerRed—A

Superoxide-Producing

Photosensitizer

KillerRed was the first phototoxic fluorescent protein described
[59]. It produces superoxide upon illumination. KillerRed has the
advantage that it is activated by green light (max. excitation at
585 nm), which is not on its own phototoxic for C. elegans, and
allows long exposure times with no other adverse effects on the
animal. It does not require any cofactors. It has the serious disad-
vantage, however, that it functions as a homodimer, and thus
usually impairs protein function when fused to them. For further
experimental considerations, see Note 3.

KillerRed as a tool to inactivate and kill C. elegans cells was
investigated extensively by Williams and colleagues and in other
studies [60–62]. After illumination, neuronal function was abol-
ished immediately and permanently, and subsequently the cells
underwent neurodegeneration and necrotic cell death, with
swelling of the cells, vacuolation and fragmentation of the neuronal
processes. KillerRed-induced damage was cell-autonomous and did
not spread to other nearby cells. Both cytosolic and plasma
membrane-targeted KillerRed caused ablation of neurons with
similar efficiency; localized activation of KillerRed in axonal pro-
cesses also triggered neuronal degeneration. Expression and illumi-
nation of plasma membrane-targeted KillerRed in the AWA
chemosensory neurons largely (but apparently not completely)
abolished AWA-dependent chemoattractant responses, but did
not impair function of the AWC sensory neurons [60].

As KillerRed functions as a dimer, expressing a tandem dimer
version (tdKillerRed) significantly increased killing efficiency and
reduced the length of illumination needed from ca. 2 h at 1 mW/
mm2 white light to 5–15 min with green light, although much
higher illumination intensities of 5.1 or 46 mW/mm2 were used.
The protein was expressed in a wide variety of neurons and illumi-
nation caused the ablation of most of them, but interestingly,
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certain cells such as the AVMmechanosensory neurons were shown
to be refractory to KillerRed. This may be because those neurons
have higher expression of proteins such as superoxide dismutase,
protecting them from ROS activity. Expression of KillerRed tar-
geted to the outer mitochondrial surface of body wall muscle cells
disrupted and fragmented those mitochondria transiently, but did
not kill the cells outright. The mitochondria displayed normal
morphology before activation of KillerRed. The study also showed
that it is possible to combine KillerRed with activation of other
optogenetic tools such as channelrhodopsin or miniSOG, as their
wavelengths for activation are sufficiently separated [62].

5.3.3 miniSOG—A

Singlet Oxygen-Generating

Photosensitizer

miniSOG is a fluorescent flavoprotein engineered from the LOV
domain ofArabidopsis phototropin 2, and generates singlet oxygen
and other ROS upon exposure to blue light with a maximum
excitation at 448 nm [57]. It is monomeric and with 106 bp less
than half the size of GFP, making it superior to KillerRed in this
aspect, as it can easily be fused to other proteins without disturbing
their normal function. It requires flavin mononucleotide as cofac-
tor, but this is ubiquitously present in C. elegans cells.

miniSOG was the first optogenetic tool used for ablating neu-
rons in C. elegans. While expressing miniSOG in the cytoplasm had
no obvious effect, targeting it to the mitochondrial outer mem-
brane and illuminating it with blue light at 0.57 mW/mm2 for
30 min killed neurons with high efficiency [63]. Photo-ablation of
cells did not appear to occur via apoptosis and was cell-
autonomous, no damage to nearby cells or tissues was observed.
Rearing miniSOG-expressing worms at normal indoor light levels
did not cause obvious behavioral or morphological defects.

Although control animals exposed to the same level of blue
light irradiation remained healthy and did not show obvious behav-
ioral defects, the blue light needed for miniSOG activation is prob-
lematic, as C. elegans can show light avoidance behavior and
phototoxic effects cannot be excluded at the long exposure times
of 30–90 min used in previous studies. A more efficient variant of
miniSOG was described recently that is fused to the Pleckstrin
Homology domain from rat PLC-δ, which targets it to the plasma
membrane, and which contains the Q103L mutation that increases
ROS generation [64]. Together, the two changes make miniSOG
at least 5–6� more effective than mitochondrially targeted min-
iSOG and require much shorter illumination times to achieve per-
manent miniSOG-mediated ablation. Expressing this variant in
cholinergic neurons with 2 min illumination of 2 Hz pulsed
(0.25 s on, 0.25 s off) blue light at 2 mW/mm2 caused fully
uncoordinated movement, while mitochondrial miniSOG required
at least 15 min for the same effect (see Note 4). It worked similarly
well in neurons as well as in other cell types, acted cell-
autonomously and caused no toxic effects in the absence of blue
light illumination.

102 Katharina Elisabeth Fischer et al.



5.3.4 Chromophore-

Assisted Light Inactivation

(CALI) with Optogenetic

Tools

By fusing genetically encoded photosensitizers with other proteins
to target them to specific locations in a cell, they can be used to
acutely perturb the function of the fused proteins and cellular
structures with high temporal and spatial precision. This is because
the ROS generated have very short half-lives and usually react with
the molecules in the immediate vicinity of the photosensitizer only.
miniSOG is the tool of choice as it has a small size and has been
shown to not disrupt protein function when fused to them. So far,
two studies have demonstrated CALI in C. elegans using miniSOG
[65, 66]:

Lin and colleagues fused miniSOG with the mammalian pre-
synaptic protein synaptobrevin/VAMP2 and expressed it in all
neurons of wild-type C. elegans, where it correctly localized to
presynaptic terminals [65]. Illumination of freely moving L4 larvae
with blue light (5.4 mW/mm2) for 5 min on an inverted com-
pound microscope disrupted locomotion by 80% and frequently
induced paralysis; locomotion fully recovered off light after 24 h.
Weaker and longer illumination for 25min at 0.7 mW/mm2 caused
a slightly smaller effect. Synaptic input to muscles, as measured by
spontaneous electric postsynaptic current (EPSC) frequency, was
reduced by 89% after 3 min illumination. A fusion protein of
miniSOG with C. elegans synaptotagmin was somewhat less
effective.

Wojtovich and colleagues fused miniSOG with the succinate
dehydrogenase complex (SDHC) subunit of the mitochondrial
respiratory complex II to acutely disrupt complex II activity,
whose genetic deletion is lethal [66]. The fusion protein was func-
tional and rescued mutants of the mev-1 gene encoding the SDHC
subunit. Illumination of isolated mitochondria with blue light for
5 min strongly reduced complex II activity but did not eliminate it,
while other mitochondrial complexes were not affected. Interest-
ingly, while genetic ablation ofmev-1 is lethal, acute loss of complex
II by CALI was survivable; illumination of these worms with blue
light (10.2 mW/mm2 for 5 min) did not kill them but made them
susceptible to mild metabolic stress and reduced brood size by
selectively impairing spermatozoa.

KillerRed, in comparison, is a poor tool for CALI due to its
larger size and functional dimerization, which usually disrupts the
function and localization of other proteins when fused to them
(see Note 5). To overcome this limitation, the photosensitizing
protein SuperNova was derived from KillerRed by random muta-
genesis [67]. It is monomeric and appears to form dimers with
other proteins that are functional and localize correctly. It has
been postulated to produce both superoxide and singlet oxygen.
When expressed in C. elegans mechanosensory neurons with no
photostimulation, KillerRed impaired behavioral responses to gen-
tle touch, but SuperNova showed normal touch responses, sug-
gesting that it may be more tolerable.
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5.3.5 Acute Light-

Induced Protein

Degradation with a

Photosensitive Degron

Apart from the undesirable effects of strong blue light illumination,
ROS-mediated inactivation of proteins with miniSOG has the dis-
advantage that it can also inactivate any other protein nearby with
no selectivity. To specifically and rapidly remove proteins of inter-
est, a photosensitive degron can be used which has been shown to
work in C. elegans [68]. The photosensitive degron psd is
unmasked by blue light and then targets fusion proteins for pro-
teasomal degradation [69] (see also Note 6). Psd was c-terminally
fused to synaptotagmin, which is required for synaptic vesicle
release, expressed pan-neuronally and illuminated with blue light
for 1 h at 0.03 mW/mm2, about an order of magnitude less light
than what ROS generators need. This severely reduced swimming
locomotion within an hour, an effect comparable to a synaptotag-
min mutation or irradiation of miniSOG-synaptotagmin.

5.3.6 Optogenetic

Mutagenesis

Remarkably, as reactive oxygen species can also modify and damage
DNA, a genetically encoded photosensitizer has been developed to
enable forward genetic screening and transgene integration in C.
elegans by inducing random mutations and chromosome breaks in
its genome [70]. This way, no toxic chemicals or special equipment
are needed. miniSOG was fused to a histone H3 variant and
expressed in the germline. While no obvious defects were seen in
nonirradiated worms, illumination of gravid young adults with
30 min of blue LED light (at 2 mW/mm2) induced scores of
mutants with visible phenotypes. Mutation frequency was calcu-
lated to be �0.7 per 1000 haploid genomes—about a quarter of
that of standard chemical EMS mutagenesis. The treatment
induced a wide range of mutations, including single nucleotide
variants and deletions, which differs from the spectrum of muta-
tions induced by chemical or radiation mutagenesis.

5.4 Optogenetic

Manipulation of

Cellular Signaling

Pathways

A number of new optogenetic tools enables the targeting and
control of intracellular signaling proteins, providing a window
into the pathways underpinning diverse cellular behaviors. Given
the generally high conservation of signaling pathways, C. elegans
provides an ideal testbed for these tools. In the past, chemical and
genetic techniques have played a pivotal role in the identification of
signaling components involved in cellular regulation. However,
there were numerous shortcomings of these methods; these include
the difficulty in restricting diffusible factors to particular cellular
compartments but also the lack of reversibility. In sum, it is chal-
lenging to provide variable inputs or exert precise spatial and tem-
poral control.

On the other hand, optogenetic tools with their high degree of
spatiotemporal control and high spectral selectivity can provide a
noninvasive and accurate solution. Exploiting these physical prop-
erties makes it possible to probe neurotransmission and behavior by
directly manipulating cellular signaling.
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5.4.1 Optogenetic

Control of cAMP Signaling

Weissenberger and colleagues modulated intracellular cAMP levels
in the cholinergic neurons of C. elegans by using PACα, a photo-
activated adenylyl cyclase isolated from the flagellate Euglena gra-
cilis [71]. Worms placed on a wormtracker platform were exposed
to intense blue light (25.6 mW/mm2 for 25 s). Photoactivation led
to an increase in locomotory speed and reduced reversal frequency.
Whole-cell patch-clamp electrophysiological recordings in body
wall muscle cells showed that spontaneous neurotransmitter release
at the neuromuscular junctions increased within less than a second
after onset of blue light stimulation. It is likely that the rise in cAMP
activated the Gαs pathway which regulates synaptic release. As
opposed to pharmacological agonists, effects on cAMP were spa-
tially specific, with activity limited to a subset of neurons by using
specific promoters. Responses occurred within seconds of the acti-
vation and could be modulated by changing light intensity. Inter-
estingly, previous studies with membrane-permeable cAMP
analogues to manipulate C. elegans locomotion were unsuccessful
[72]. This suggests that the timing and location of cAMP stimula-
tion are crucial for manipulating neuronal responses.

In a more recent study, Ryu and colleagues engineered a light-
regulated adenylyl cyclase by fusing a photosensory module from
the Rhodobacter sphaeroides bacteriophytochrome diguanylate
cyclase to an adenylyl cyclase domain from the Nostoc sp. CyaB1
protein (IlaC) [73] (see Chap. 7). The photosensory module uses
biliverdin IXα as chromophore, which is naturally present in C.
elegans cells and does not need to be supplied. Compared to the
blue-light-activated PACα, bacteriophytochromes, which are
microbial photoreceptors, are sensitive to the near-infrared light
in the spectral region of ~680–880 nm, which can penetrate
biological tissues more deeply and efficiently, with the additional
advantage of reduced photooxidative damage compared to blue
light stimulation. When expressed in C. elegans cholinergic neu-
rons, IlaC increased the frequency of body bends upon stimulation
with red light for 30 s, presumably through manipulation of cAMP
levels. For advantages and disadvantages of using PACα and IlaC in
C. elegans see Note 7.

5.4.2 Optogenetic

Manipulation of cGMP

Signaling

Gao and colleagues used a rhodopsin fused with a guanylyl cyclase
domain from the fungus Blastocladiella emerdonii as an optoge-
netic tool in C. elegans, termed BeCyclOp, enabling fast and highly
specific light-triggered cyclic guanosine monophosphate (cGMP)
release [74] (see also Chap. 4). Much like cAMP, cGMP acts as a
second messenger. Mostly known in C. elegans for its regulatory
role in ion channel conductance, cGMP plays a crucial role in the
relay and encoding of primary sensory signals. When expressed in
the BAG neurons which act as sensors for CO2 and O2, blue light
photoactivation (70 μW/mm2) for as little as 0.5 s induced slowing
responses that could be rapidly turned on and off. Compared to
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other photoactivated guanylyl cyclases such as bPGC (also named
BlgC or EROS) described by Ryu et al. [75], BeCyclOp showed
higher specificity as no cAMP generation was detected, had a higher
turnover on the membrane and exhibited a greater light versus dark
ratio. BeCyclOp is mostly sensitive to light in the green spectral
range but also responds to violet and red light.

5.4.3 Optogenetic

Manipulation Through

Diacylglycerol Signaling

Diacylglycerols (DAGs) can trigger the translocation of proteins
equipped with a C1 domain towards the plasma membrane and are
involved in controlling exocytosis and neuronal activity. In 2016,
Frank et al. described a series of photosensitive DAGs (PhoDAGs)
as potential tools for the manipulation of intra- and extracellular
signaling [76]. The team designed an assay where they exposed
animals grown in the presence of trans- and cis-PhoDAG-3 to
aldicarb, an acetylcholinesterase inhibitor which paralyses nema-
todes. Under conditions of excess acetylcholine release, C. elegans
can become hypersensitive to the compound and become paralyzed
faster. The animals were illuminated with UV-A light (366 nm,
18 μW/mm2) for the first 5 min after being placed on aldicarb and
then again during the last 3 min of each 15-min time interval.
Whereas worms exposed to cis-PhoDAG-3 showed a faster onset
of aldicarb induced paralysis, trans-PhoDAG-3 animals showed no
hypersensitivity to the drug compared to controls. These results
suggest that PhoDAGs can increase neurotransmitter release by
affecting the presynaptic machinery, thus offering a promising
tool for studying exocytosis and neurotransmission. Compared to
caged CAGs, they have the advantage that they can be applied with
unmatched spatiotemporal precision and be quickly switched off
again. However, the currently available PhoDAGs require high-
energy UV-A irradiation light for their activation, which is cyto-
toxic and considerably limits their application in living C. elegans.

5.5 Harnessing

Optogenetics for

Drug Screening

in C. elegans

The method we aim to introduce here was established as a drug-
screening platform to mechanistically characterize and treat ortho-
logues of human mutations that cause heritable cardiac arrhythmia,
such as the LQT8/Timothy syndrome mutations in L-type
voltage-gated calcium channels (Cav1.2 in mammals, EGL-19 in
C. elegans), using theC. elegans pharynx as paradigm for a rhythmic
muscle contraction system [31]. However, it can more broadly be
used for any pharyngeal muscle related question.

The pharynx is a neuromuscular pump and serves as the feeding
organ of C. elegans. It consists of 20 muscle cells, connected by gap
junctions and mostly arranged in a tubular, threefold symmetric
order starting with the pro corpus, interrupted by the anterior
bulb, continuing with the isthmus and ending with the terminal
bulb (Fig. 3a). The C. elegans pharyngeal nervous system consists
of 20 neurons which act mostly independently from the rest of the
nervous system and are required for fast coordinated pumping and
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for controlling relaxation timing of pharyngeal muscles [77, 78].
With expression of ChR2 in the plasma membrane of the pharyn-
geal muscle cells, a pacemaker system was created to enable the
induction of regular pumping at rates up to 5 Hz in N2 animals,
sustained over minutes [31]. In the paced system,

Fig. 3 (a) An outline of the C. elegans pharynx with a description of its anatomy,
where the head is placed in an electrode for electrophysiological recording. An
example of a typical electropharyngeogram (EPG) of C. elegans is shown in (b).
The small e peak describes the contraction of the corpus followed by the big E
peak that characterizes the contraction of the terminal bulb. The following
baseline shows M3 neuronal inhibitory potentials, leading to the termination of
the EPG signal by relaxation of the corpus (big R peak) and the terminal bulb
(small r peak)
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hyperpolarization of the cholinergic motor neurons by NpHR did
not influence the pacing quality, whereas counting natural pumping
in animals on food showed a strong decrease in pumping frequency
upon NpHR activation, identifying the pacemaker system as pri-
marily muscular acting approach. For further insight into neuronal
activity during optical pacing, the pacemaker system was crossed
into the synaptic transmission defective mutant unc-13(s69). The
stimulation quality in this system with almost no neuronal input
proved to be as good as in wild type animals. This gives the experi-
menter the possibility to study the influence of drugs or mutations
on the muscle-controlled pharyngeal pumping.

5.5.1 Electro-

pharyngeographic

Measurements of the

Optogenetically Stimulated

Pharynx

To detect contraction and relaxation processes in the C. elegans
pharynx, electropharyngeograms (EPGs), similar to electrocardio-
grams, can be recorded. This method provides general information
about pumping duration, pumping frequency, pumping ability and
the E/R ratio. To this end excitation currents of the pharyngeal
muscle are detected and recorded by two Ag/AgCl electrodes [79].
An EPG starts with the small e peak followed by the big E peak,
corresponding to the contraction of the corpus and the terminal
bulb, respectively. The consecutive baseline is interrupted by inhib-
itory potentials evoked by influence from the M3 neuron leading to
the end of the EPG cycle with the big and small R/r peaks,
indicating the relaxation of corpus and terminal bulb (Fig. 3b).
The ratio between E and R gives the scientist insight into the
strength of contraction and relaxation process during one pumping
event, and characterizes the stability of pumping behavior from an
average of E/R ratio values. For EPG analysis the program Auto-
EPG [80] is most commonly used. The measurement can be done
on whole or cut head-prepared animals. For measurement, the tip
of the animals’ head is sucked into a borosilicate electrode (inner
Ø ~ 20 μm) equipped with an Ag/AgCl wire, and animals are
placed in a recording chamber filled with EmD50 buffer and
equipped with a round Sylgard covered coverslip (25 mm)
(Fig. 3a). Here substances of interest can be added during measure-
ment. For cut head preparations the head is cut with a scalpel
directly posterior to the terminal bulb on the Sylgard coverslip.
This kind of preparation provides EPG traces of more precision, as
in intact animals movement can interrupt the signal, but the cutting
process will affect the nervous system and the inner cuticle ionic
conditions will be changed by buffering. So, for muscular pathway
studies e.g. of calcium signaling, which require native ionic intra-
and inner-cellular conditions, recording in the whole animal is
beneficial. For testing drugs the substances can be added to the
recording chamber. Light can be applied during measurement by
LED or by a mercury lamp with the corresponding filter sets, and
delivered in specific illumination frequencies by a computer-
controlled shutter system [31, 36].
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5.5.2 Optical Detection of

Pharyngeal Pumping

EPG measurements deliver detailed and precise information about
pharyngeal pumping behavior but require single worm measure-
ments. As a technically easier approach the natural pump frequency
on food can be counted by eye with a high magnification micro-
scope. This method is reliable to obtain rudimentary information
about the pumping behavior in mutants or animals exposed to
drugs, but does not give the amount of information EPGs can
provide. For that reason, a method for optical recording of pharyn-
geal pumping has been developed by Sch€uler et al. to enable a
higher throughput recording of pumping characteristics [31].

The method requires the immobilization of animals expressing
the light-gated pacemaker system on polystyrene beads as described
in Sect. 2.3. During video recording the animals can be paced with
a computer controlled shutter system. Depending on the required
experimental readout, the stimulation frequency can be chosen in
lower or higher ranges. A synchronization of video start and
corresponding light stimulation can be programmed. For unsyn-
chronized measurements the start of illumination can be extracted
from the videos by measurement of the whole video in ImageJ,
shown as the first increase in the overall image grey value. For video
analysis, ImageJ will be used as well. The pumping is defined as
grinder or luminal movement during muscle contraction (Fig. 4a,
e). The change of grey values during that process is extracted by
multiple kymographic traces. To generate multi kymographs, a line
scan is set in a chosen area (Fig. 4a). This can be anterior or
posterior to the grinder, which is driven by terminal bulb contrac-
tion to grind pumped-in bacteria, or longitudinal to the lumen,
recording the peristaltic movement of bacteria transport. The
kymographs show changes in grey values corresponding to the
pumping movements (Fig. 4b). Via line scanning through the
kymograph these values are extracted, serving as base for further
calculations (Fig. 4c). For the analysis a custom written script in the
KNIME software package has been created byWagner Steuer Costa
[31]. The script provides tools to extract and manually correct the
start time and the maximal contraction time of each pumping event
according to the beginning of a peak and the minimum, respec-
tively. From those values the pumping frequency (peak start to peak
start) can be calculated, as well as the contraction duration (peak
start to minimum) (Fig. 4d). Furthermore, the aberration from
pulse frequency, also described as pumping ability, the ability to
follow the pace frequency over time and the pumping rate distribu-
tion can be calculated. These data give insight into the pumping
behavior of mutated strains or strains under pharmacological influ-
ence affecting the pharyngeal muscle cells.

Animals were studied using this paradigm that carried a Timo-
thy syndrome orthologous mutation in the egl-19 L-type voltage-
gated calcium channels, which in humans leads to delayed channel
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closure and prolonged membrane depolarization. Both in this opti-
cal detection method as well as in EPG measurements, the mutants
showed a prolonged pump duration. The phenotype indicated here
allows comparisons to the extension in QT stretch recorded in
Timothy syndrome patients electrocardiograms [31, 81, 82].

6 Notes

1. All-trans-retinal (ATR) is light sensitive, so please avoid as
much light exposure as possible during performing all steps
that involve ATR.

2. To control for chronic effects of expressing unstimulated ChR2
and other optogenetic tools on the development, morphology
and function of neurons in C. elegans is relatively straightfor-
ward, by using animals expressing the channel as controls
which were raised in the absence of the cofactor all-trans-reti-
nal. It appears that reducing channel expression levels can
alleviate such effects.

An important concern is that ChR2 photocurrents sub-
stantially diminish during illumination; to get stronger

Fig. 4 The analysis of pharyngeal pumping behavior in optogenetically paced immobilized animals expressing
ChR2 in the plasma membrane of pharyngeal muscle. From the recorded videos the movement of the grinder,
located in the pharyngeal terminal bulb, is detected by a line scan (yellow) (a) and displayed as a kymograph
(b). The pump movements, represented as changes of grey values, are extracted from the kymograph via line
scan (yellow) as a graph (c). The graph provides information such as the contraction duration, the aberration
from pulse frequency, ability to follow the pulse frequency over time and the pumping rate distribution (d).
Thereby the maxima describe pharyngeal relaxation and the minima contraction
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stimulation it is thus preferable to use millisecond-range light-
pulsed stimuli (see Chap. 3 for details on ChR2 photocycle).
Due to ChR(C128S) being activated by even dim light, animals
must be grown in the dark. Interestingly, this variant, unlike
ChR2, requires a continuous supply of ATR—its functionality
halves 4 h after removal from ATR.

3. It is always advised to confirm the actual loss of the cell of
interest after KillerRed illumination. This can be done by
observing the loss of fluorescent protein expression in the
cell, and depending on the cell in question, by recording
behavioral changes.

Neurons refractory to ablation by KillerRed require higher
doses of KillerRed illumination. Some neurons were ablated
with lower efficiency due to lower expression of KillerRed,
which needs to be controlled for.
The membrane-targeted version of KillerRed is said to be
preferable as no phenotypic effect of the expression itself was
observed, unlike the mitochondrially targeted version [62].

4. Pulsing the illumination light increased the efficiency of killing
by a factor of three at the same total dose of illumination;
pulsed light may facilitate the diffusion of oxygen into the
active site and produce more ROS [63, 64].

5. The effectiveness of CALI depends strongly on which protein is
tagged, and different tags should be tried depending on the
actual target.

6. Animals should be kept in the dark before the experiment, as
protein degradation is induced by low levels of blue light
already. In addition, there is some indication that the psd
domain may be partially active even without illumination to
degrade the fusion protein.

7. To eliminate the photophobic response of C. elegans to the
intense blue stimulation light, the experiments with PACα
should be conducted in a lite-1 mutant background, which
strongly reduces avoidance of blue light. IlaC stimulation
with red light can be done in a wild-type background.

PACα exhibited an undesired basal activity which poten-
tially restricts its application. This might be mitigated by using
lower expression levels. Thus, one should find a balance
between an expression low enough to minimize dark activity
while being high enough to cause significant effects.

Naturally occurring cAMP signaling is restricted to small
domains close to the plasma membrane [83] which may well
influence the way that this signaling molecule affects down-
stream pathways. Ectopically expressed PACα, however, is nei-
ther localized to the membrane nor restricted to small
domains. Thus, cAMP produced by PACα may have more
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diverse and possibly unwanted effects. Modifications of the
protein to restrict its subcellular localization would be
desirable.

Animals expressing the IlaC light-gated adenylate cyclase
showed locomotory hyperactivity already when grown at ambi-
ent light levels, and thus should be raised in the dark.

7 Outlook

Optogenetics provides a wide diversity of prospective development
and areas of application in C. elegans neurobiology, and will con-
tinue to play a critical role in it. The tools introduced here and their
utilization can be improved in many cases, and we would like to
highlight a few desirable future directions:

l Novel tools and strategies to target specific subcellular orga-
nelles would provide the possibility to control and study intra-
cellular processes without affecting other cellular functions, as
mutations often do by evoking additional phenotypes. This
could be combined with optical recording of Ca2+ or voltage
signals in freely moving animals, giving insights into signaling
pathways as well as into neuronal physiology.

l The combination of all-optical approaches to both control and
record the activity of neurons with genetically encoded tools in
live behaving animals represents the “holy grail” of understand-
ing nervous system function and is still in its infancy. The
approach will be beneficial for the elucidation of neural circuit
function, especially regarding electrical and chemical synaptic
connections. A pan-neuronally expressed optical activity sensor
combined with a spectrally separated activation of optogenetic
activators targeted to single neurons could provide transforma-
tional insight into neural signal processing. The specific target-
ing of optogenetic tools is still limited by the availability of
promotors driving their expression and this goal will require
novel tools to drive specific neuronal expression. Also, the exist-
ing optical sensors are still too slow for showing many signaling
responses, optical sensors that enable the real-time detection of
these fast processes need to be developed.

l C. elegans uses diverse sensory cues and sophisticated behavioral
programs to navigate its environment, where the nervous system
processes and integrates sensory information over space and
time to guide behavioral strategies. To understand the neuronal
computation underpinning navigational behavior, it would be
valuable to create virtual environments based on optogenetic
stimulation. This could be done by adapting existing solutions
for the targeted illumination of optogenetic tools to create
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spatial or temporal gradients of light, mimicking the nonuni-
form distribution of sensory cues in the environment. Experi-
ments of this kind are closely linked to the dynamic closed-loop
control of optogenetic stimulation based on feedback in real
time from the behavior the animal is showing. A few closed-
loop optogenetic systems have been established in C. elegans so
far [84, 85].
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Chapter 7

Optogenetic Interpellation of Behavior Employing
Unrestrained Zebrafish Larvae

Soojin Ryu and Rodrigo J. De Marco

Abstract

The zebrafish larva, Danio rerio, provides superb genetic access for studying how systematic variations in
behavioral profiles relate to differences in brain activity. Larvae respond predictably to various sensory
inputs and their nervous system is readily accessible. Also, their transparent body allows for noninvasive
optogenetics and their small size allows for measuring behavior with full environmental control. In tethered
larvae, neural activity has been correlated to eye and tail movements. The challenge now is to tackle the
building blocks of behavior: internal states (maturation and learning), motivations (drives), reversible
phenotypic adaptations (humoral actions), and decision processes (choice and task selection). These
phenomena are best addressed through the analysis of freely behaving subjects. This chapter provides the
basics for applying optogenetics to the analysis of behavior in freely swimming larvae. As a study case, we
offer information from recent tests showing how optogenetic manipulation of hormone-producing cells
can be used to address reversible phenotypic adaptations. Because larvae are highly reactive to optic stimuli,
light control is pivotal in employing noninvasive optogenetics. This point is covered in detail, starting from
the general rules of light delivery and maintenance prior to the tests.

Key words Optogenetics, Larval zebrafish, Behavior, Photoactivated adenylyl cyclases, Stress

1 Introduction

Caenorhabditis elegans andDanio rerio are widely used for studying
the neuronal bases of behavior. In recent years, research on both
organisms has seen an increasing number of optogenetic tools. C.
elegans, a transparent nematode, has a nervous system of 302
neurons whose wiring diagram has been established [1]. In combi-
nation with easily quantifiable movements serving responses to
various sensory inputs and simple forms of learning, C. elegans
provides a productive ground for the analysis of locomotion pat-
terns [2–4]. It was the first organism in which the microbial rho-
dopsin, ChR2, was implemented for remote locomotion control
[5]; numerous photo-switchable actuators and reporters have
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subsequently been used to link the activity of neural circuits to
locomotion schemes [6] (see Chap. 6).

Due to their genetic amenability and transparent body, larval
zebrafish have also become popular for studying the neuronal bases
of behavior. They show a range of locomotion patterns and reac-
tions [7–10], visual reflexes [11, 12], and prey capture movements
[13–15]. In tethered larvae, brain regions [16–20] and circuit
motives regulating locomotion have been identified via genetically
encoded calcium indicators (GECIs) [21–23] (see also Chap. 9).
Photo-switchable actuators have been used to either increase or
decrease neuronal activity [24]. Examples include the use of
LiGluR or ChR2 in spinal cord neurons [25, 26], halorhodopsin
or ChR2 in hindbrain neurons [27–30], and ChR2 in midbrain
(nMLF) [31], pretectal, and tectal neurons [32]. In sum, in com-
bination with high-resolution in vivo imaging and optogenetics,
tethered larvae have provided a great deal of help to link brain
activity to principles of locomotion control. The analysis of com-
plex behavior, however, cannot be accurately carried out employing
restrained subjects. Behavioral complexity rests on the joint work of
four regulatory components functionally defined: internal states,
motivations, adaptive responses to the environment, and decision
processes. To tackle these fundamentals, records of freely behaving
subjects will be compulsory.

1. Internal states are measured through novelty responses. When
released into a novel environment, e.g., animals initially show
signs of fear and may remain motionless. This is often followed
by exploratory movements. The probability that a given novel
situation will elicit exploration rather than quiescence depends
on the animal’s internal state. Animals that have recently had a
stressful experience are more likely to be wary of novel
environments.

2. Motivation is a reversible aspect of an animal’s state that plays a
causal role in behavior. Such state is made up of both internal
and external factors relevant to incipient activities as well as the
animal’s current behavior. It follows that motivations can only
be studied through the analysis of the relative importance of
different activities. To determine motivations, therefore, a sub-
ject should be free to respond to local environments with a full
repertoire of actions.

3. Humoral actions may be slow and prolonged, or quick and
short lived. For example, hormones have important effects on
the ontogeny of reproductive behavior, migration and other
seasonal activities. They control many rhythms, such as the
sexual and menstrual cycles, and also exert a short-term influ-
ence on fear. All in all, multiple measures from freely behaving
subjects over multiple time domains are necessary to specify
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short- and long-term effects of brain neuropeptides and
peripheral hormones.

4. There are many activities in which an animal could engage at
any particular time: feeding, courtship, sleep, and so on. It is
virtually impossible for an animal to carry out such different
activities simultaneously, simply because the movements
required are mutually incompatible. There are processes that
determine which activity has priority at any particular time.
Such processes are termed decision processes [33]. To unravel
the process of deciding on different activities, an animal must
be presented with alternatives and must be free to choose and
experience the consequences of its own choice. Experimentally,
this demands a focus on freely behaving subjects.

Here, we present general recommendations for applying opto-
genetics to the analysis of behavior in freely swimming zebrafish
larvae. We offer data from a series of recent experiments in which a
photoactivated adenylate cyclase (PAC) was used to manipulate the
activity of pituitary cells in combination with newly developed
assays for measuring goal-directed actions [34]. The pituitary is
the major link between nervous and hormonal systems, which allow
the brain to generate flexible behavior. Embedded in the hypotha-
lamo-pituitary-adrenal (HPA) axis, pituitary corticotroph cells are
known to control the release of glucocorticoids from the adrenal
gland into the blood [35], yet their contribution to stress behavior
had been difficult to pin down due to the limited accessibility of the
hypothalamus and pituitary and the coupled release of hypotha-
lamic and pituitary neuropeptides. The results of our experiments
revealed rapid organizing effects of corticotroph cell products on
locomotion, avoidance and arousal directly after the onset of stress.
PAC contains a “blue light sensor using FAD” (BLUF) domain
and, once activated by blue light, generates cAMP [36]. Beggiatoa
PAC (bPAC) is an improved PAC, as compared to EuPAC [37, 38].
In zebrafish, bPAC had previously been used for analyses of stress
reactions and neuronal repair [39, 40, 41, 42] (see also Chap. 4).

2 Materials

2.1 Common Buffers

and Chemicals

1. E2 medium: 5 mM NaCl, 0.25 mM KCl, 0.5 mM MgSO4,
0.15 mM KH2PO4, 0.05 mM Na2HPO4, 0.66 mM CaCl2,
0.71 mM NaHCO3, pH adjusted to 7.0.

2. 0.2 mM 1-Phenyl-2-thiourea (PTU; Sigma-Aldrich, #P7629).
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2.2 Generation of

Transgenic Larvae

Expressing Photo-

Switchable Actuators

(PSAs)

1. Wild-type zebrafish: e.g., cross between AB and TL strains.

2. Microinjector for DNA injection into single-cell-stage zebra-
fish embryos (e.g., Eppendof Femtojet).

3. Plasmid DNA allowing tissue-specific expression of PSAs in
larvae.

4. Routine injection reagents: phenol red, injection mold or slide,
glass capillary.

5. Fluorescence stereomicroscope to screen for embryos expres-
sing PSAs according to signals from coupled fluorescence pro-
teins (e.g., Leica MZ16F with excitation light source and
filters).

6. Vibration-free incubator for raising larvae under controlled
temperature and light conditions (e.g., RUMED type 3101).

7. Containers covered with light filters for raising embryos
expressing PSAs; 550 nm long-pass filters (Thorlabs, Dachau,
Germany) for bPAC.

2.3 Environmental

Control

Several aspects of the environment can impinge on freely behaving
larvae during a test, which makes it utterly important to control and
monitor the global environment of the test chamber. The tempera-
ture, composition and motions of the medium as well as its overall
level of illumination should be controllable. A straightforward
approach consists of a cylindrical chamber equipped with a temper-
ature monitoring sensor and an inlet, outlet and overflow, particu-
larly if optogenetics is to be combined with proxies perfused into
the medium and washed away in a highly controlled fashion. Fig-
ure 1 presents one such chamber:

1. The exemplary swimming chamber in Fig. 1 (internal diameter:
10 mm, height: 10 mm) has a transparent bottom and two
opposite overtures, inlet and outlet (width: 2.5 mm, height:
400 μm). The chamber also had two cylindrical side channels
(internal diameter: 400 μm) opposite to each other opening
200 μm above the transparent glass bottom, with their longest
axis oriented at an angle of 30� relative to horizontal (see also
Note 1).

2. A peristaltic pump allows the medium inside the chamber to
circulate at a constant rate (IPC Ismatec, IDEX Health and
Science GmbH, Wertheim, Germany).

3. A thermocouple (TS200, npi electronics GmbH, Tamm, Ger-
many) monitors the temperature inside the chamber and pro-
vides feedback to a control system (PTC 20, npi electronics
GmbH, Tamm, Germany; Exos-2V2 liquid cooling system,
Koolance, Auburn, WA, USA).
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4. If experiments require perfusion, a computer-controlled perfu-
sion system (Octaflow, ALA Scientific Instruments, Inc., Farm-
ingdale, NY, USA) can be used to inject known solutions into a
mixing compartment (internal diameter: 1 mm) situated
10 mm from the inlet of the swimming chamber. The mixing
compartment can be connected to single reservoirs of solutions
coupled to computer-controlled solenoid valves via Teflon tub-
ing (internal diameter: 230 μm, outer diameter: 600 μm). TTL
signals can trigger the opening and closing of the valves, allow-
ing the solutions to be well mixed with the flowing medium
before reaching the inner chamber.

swimming chamber

a

holder

holder

side channel

side channel

inner channels

inlet outlet

b

Fig. 1 Cylindrical swimming chamber with transparent bottom (a) and inner
channels (b) allowing the medium to flow at constant or increasing temperature;
side channels hold thermocouples constantly monitoring the temperature of the
flowing medium. Scale bar, 10 mm. Modified from [34]
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2.4 Light Delivery For the purpose of video recording freely behaving larvae, the
investigator must adopt an approach for delivering light that is
capable of providing homogeneous illumination within a relatively
large chamber, particularly during tests of exploratory activity and
goal-directed actions. Figure 2 presents an example based on a ring
of LEDs.

1. The incident angle of the LEDs in Fig. 2, each pointing
towards the center of the bottom surface of the chamber,
allows for a homogeneous illumination of the chamber’s
inner compartment. Both the wavelength and intensity of the
light needed for activating PSAs need to be separately adjusta-
ble and empirically determined for each transgenic line. This
can be achieved by using distinct LEDs in combination with a
control system for light delivery, composed of custom-made
drivers for setting the light power, pulse generators for setting

Fig. 2 LED ring on top of the test chamber in Fig. 1 for blue and yellow light
stimulation in combination with video tracking. Scale bar, 10 mm. Modified from
refs. 44, 45
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the frequency and duration of a squared pulse of light, and a
TTL control box for computer control of the LEDs.

2. A hand-held light power meter (Newport Corp., Irvine, CA,
USA) can be used to measure light power (see Note 2)

2.5 Video-Tracking Video tracking provides a suitable solution in many situations
where a camera can access an entire swimming chamber from
above. The essential features of a video-tracking system consist of
a solid-state digital camera with a charge-coupled device (CCD)
detector and a lens placed above the chamber so that the entire area
of interest is in the field of view. A challenge arises from the poor
contrast of the semi-transparent larva. Low contrast results in very
small differences from background, which are difficult to track. The
best solution is to equip the swimming chamber with a translucent
bottom surface and provide homogeneous white and IR light from
below through an array of LEDs covered by diffusing glass. With
such an array, problems arising from object reflectance close to
background brightness can be reduced if the LEDs have a wide
range of brightness levels. A basic set of elements is as follows:

1. A light-proof enclosure for the entire set up placed on a
vibration-free platform (Newport Corp., Irvine, CA, USA).

2. Infrared-sensitive cameras (25 frames*s�1, ICD-49E B/W,
Ikegami Tsushinki Co., Ltd. Japan, and 100 frames*s�1, Fire-
wire Camera, Noldus Information Technology, Wageningen,
Netherlands) and lens (TV Lens, Computer VARI FOCAL
H3Z4512 CS-IR, CBC; Commak, NY, USA) with a maximum
3� zoom (see also Note 3).

3. A source of infrared (IR) illumination opposite to the camera
lens—we use a custom-made array of IR-LEDs below the
swimming chamber of transparent bottom.

4. We use EthoVision XT software (Noldus Information Technol-
ogy, Wageningen, Netherlands) for online video-tracking, but
see also Note 4.

3 Experimental Procedures

3.1 Obtaining

Transgenic

Zebrafish Larvae

for Optogenetics

(See Note 5)

1. Clone a construct harboring the protein of interest (PSA)
under the control of a tissue-specific promoter (see Chap. 2)
and couple the PSA with a fluorescent protein to aid in
subsequent identification/maintenance of the line.

2. Set up mating crosses of wild-type zebrafish the day before and
collect embryos after the light onset on the following day.

3. Inject the construct (approximately 50–100 pg) into single-
cell-stage embryos in the presence of 0.05% phenol red. If the
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construct was generated with the Tol2 kit [43], then incubate
with 100 pg Tol2 transposase RNA for 10 min prior to the
injection.

4. After injection, maintain embryos inside an incubator at 28 �C
on a 12:12 h light-dark cycle. Raise a maximum of 60 larvae in a
(10 cm) petri dish with 15 ml of egg water, check at 1 day post
fertilization (dpf) and remove dead embryos. At 5 dpf, transfer
the larvae to the fish facility and start feeding.

5. Once the fish reach sexual maturity, identify transgenic carriers
(“founders”) by inter-crossing injected and wild-type fish and
screening the progenies for the expression of the marker gene.

6. For transgenic larvae expressing PAC, set up a cross of Tg
(POMC:bPAC-2A-tdTomato) with wild-type (AB/TL) fish.
On the following day, collect the fertilized embryos and place
a maximum of 60 embryos into a container with 15 ml of E2
medium. (If the experiment requires PTU, then add 0.2 mM at
this point). Cover the container with a light filter (see Sect. 2.2)
and place it in a temperature-controlled incubator at 28 �C on a
12:12 h light-dark cycle. At 3 or 4 dpf, depending on experi-
mental needs, screen for larvae that express tdTomato in the
pituitary under fluorescence microscope. For 4 dpf larvae,
tricaine methane sulfonate (MS222, 0.01 mg/ml) may be
added before (5 min) the screening to sedate the larvae; 3 dpf
larvae are less likely to move and can be screened without
MS222. Keep tdTomato-positive vs. tdTomato-negative larvae
separately inside the incubator under filtered light as described
above (see Notes 6 and 7).

3.2 Optogenetic

Interpellation of

Behavior

Larval zebrafish are highly sensitive to optic stimuli [44]. When
briefly (~5 min) adapted to darkness, for example, they react to a
sudden dark-to-light transition with a brief period of increased
locomotion directly after the light onset, followed by reduced
locomotion during the light period and increased locomotion
after the light offset. Notably, in briefly dark-adapted larvae, we
observed that a squared pulse of either blue or yellow light not only
elicits locomotor reactions, but also increases whole-body cortisol
in a graded fashion, depending on light power and exposure time
(Fig. 3) [41]. By virtue of its complexity alone, the regulation of
behavior is susceptible to stress. The above finding is relevant
because it shows that a light change in itself can be stressful and
has, for that reason, the capacity to alter the regulation of a behav-
ioral scheme; future tests on intact larvae must control for such an
effect. The simplest way to activate PSAs without causing stress is to
modify the wavelength composition of light while maintaining the
overall illumination of the test chamber unchanged. Still, the fact
that light can be stressful also has an advantage. It can be used in a
dual role to understand how distinct modulators influence behavior
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after the onset of stress. This is exactly what we did to study the role
of pituitary corticotroph cells in mediating reversible phenotypic
adaptations [34]. In larvae expressing bPAC specifically in pituitary
corticotrophs, we showed that blue light can be used as both a
potent stressor and a means to enhance corticotroph cell activity
directly after the onset of stress, thus prompting locomotion
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Fig. 3 (a) Left, Center, briefly dark-adapted larvae react to a squared pulse of either blue (left) or yellow
(center) light with reduced and increased locomotion after the onset and offset of light, respectively. Right,
they react similarly to a pH drop, a known potent stressor in fish. Locomotion measured as swim velocity [mm/
(5 s)�1]. (b) A squared pulse of light can increase whole-body cortisol (left, light power: 4.4 mW/cm�2),
depending on light power (center) and exposure time (right, light power: 2.8 mW/cm�2). Left, One-Way
ANOVA, F(2,29) ¼ 42.1, p < 0.0001, followed by Bonferroni’s tests. Center, Two-Way ANOVA, Wavelength
factor: F(1,36) ¼ 0.01, p¼ 0.93, Light Power factor: F(1,36) ¼ 19.8, p< 0.0001, Wavelength� Light Power
factor: F(1,36) ¼ 0.03, p ¼ 0.86, followed by post hoc comparisons. Right, Two-Way ANOVA, Wavelength
factor: F(1,36) ¼ 0.03, p ¼ 0.87, Length factor: F(1,36) ¼ 52.1, p < 0.0001, Wavelength � Length factor: F
(1,36)¼ 0.08, p¼ 0.79, followed by post hoc comparisons. *p< 0.05, ***p< 0.001 after one sample t-tests
against basal cortisol in nonstimulated larvae (black line), Non-stim: t(9) ¼ 0.01, p ¼ 0.99, Stim. BL: t
(9)¼ 9.6, p< 0.0001, Stim. YL: t(9)¼ 9.9, p< 0.0001, 1 mW/cm�2 BL: t(9)¼ 8.8, p< 0.0001, 1 mW/cm�2

YL: t(9) ¼ 9.3, p < 0.0001, 2.8 mW/cm�2 BL: t(9) ¼ 11.4, p < 0.0001, 2.8 mW/cm�2 YL: t(9) ¼ 10.9,
p < 0.0001, 18 s BL, t(9) ¼ 2.4, p ¼ 0.04, 18 s YL, t(9) ¼ 2.5, p ¼ 0.04, 180 s BL, t(9) ¼ 7.7, p < 0.0001,
180 s YL, t(9) ¼ 6.8, p < 0.0001). Sample size in parentheses. See also De Marco et al. [34]

Optogenetic Interpellation of Behavior Employing Unrestrained Zebrafish Larvae 125



changes, meaningful adjustments in avoidance behaviors,
higher levels of whole-body cortisol, and greater arousal.
General recommendations from these experiments are listed
below (see also Note 8).

1. Carry out individual video-recordings (i.e., one larva at the
time), with different experimental groups intermixed through-
out the day.

2. Provide each larva with an adaptation period of no less than
10 min to the test conditions.

3. Use an image spatial resolution of -no less than- 37 or 16 pixels
per mm at 100 or 25 Hz, respectively.

4. Systematically use baseline recordings and compare baseline
and test data across clutches, developmental stages, individuals
and time of the day.

5. If experiments require drug substances using perfusion, use a
maximum flowing medium of 200 μl/min�1 in order to avoid
rheotaxis.

6. Confirm that larvae do not show bias swim directions under IR
light if experiments require darkness before and after the acti-
vation of PSAs.

7. Larvae show low response thresholds to light change. If light of
a given frequency or light power is required during tests,
locomotion profiles elicited by the selected frequency or
power could mask, at least partially, changes related to PSA
activation. Use light of different wavelengths as a means for
wavelength-dependent optogenetic control of selective cell
activity.

4 Notes

1. The level of baseline activity expressed by a larva is very impor-
tant to consider when designing a swimming chamber. Larvae
that move very little in a novel environment may cover only a
small area of the chamber, undermining tests by inactivity. The
shape and dimensions of the chamber will depend directly
upon the type of targeted actions. A test for rheotaxis, e.g.,
will demand an elongated chamber as well as accurate control
of the medium flowing through it. A test for feeding or any
other goal-directed action causing a differential usage of space
will demand a compartmentalized chamber so that a heteroge-
neous distribution of prey—or any other goal or condition—
can be created (e.g., [34, 45]). Measuring escape reactions
demands absent corners so that sustained displacements can
occur.
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2. Many light sources have a manual dial for setting the current
intensity that determine light power, but this is not more than a
rough guide to setting a desired power of light. The investiga-
tor needs to monitor the light power directly at the tip of the
objective or at the bottom of the swimming chamber. The best
practice is to determine the actual power of light that can reach
a freely behaving larva by monitoring light power at specific
wavelengths. For this purpose, place the sensor of the light
power meter below a swimming chamber with a fully transpar-
ent bottom and measure light power—with and without liquid
medium inside the chamber—across currents and distances
from the light source.

3. If the lens is X mm above the bottom surface of the chamber
and the width of the chamber is Y mm, the tangent of half the
angle of view equals (Y/2)/X. The required focal length of a
lens that can see the entire chamber must be less than or equal
to (X � CCD)/(Y þ CCD). The format of the CCD chip is
important because the size of the chip and the focal length
determine the angle of view. A CCD sensitive to very long
wavelength or infrared light (IR) is desirable if optogenetic
intervention is to be combined with behavioral recordings
carried out in darkness.

4. Goal-directed actions by freely behaving larvae have already
been measured using different video-tracking approaches [45,
46]. Open source software has also been published [47]. Com-
mercially available systems provide readily measures of path
length, latency until the subject enters specific zones, time
and distance travelled in each such zone, number of entries,
and so on, with the possibility to organize data on the basis of
an overall estimate of mobility level. Usually, these systems
locate the larva being tracked using background subtraction.
An image is first stored before the larva is introduced into the
chamber; it is important that illumination during this step be
identical to that used when the larva is present. Once the larva
is present, every few milliseconds—depending on the temporal
resolution of the camera—another image is saved, and the
difference between the new image and the background is
determined for every pixel array. The entire difference array of
Nx by Ny pixels is scanned and, for pixels where the absolute
difference exceeds some preset threshold, the X and Y values for
that pixel are added to two counters (∑x, ∑y) and the pixel
counters (nx, ny) are incremented by one unit. After the scan is
complete, the coordinates of the weighted center of the image
are found as ∑x/nx and ∑y/ny. A scale factor from an initial
calibration of the image is finally used to convert pixels to
millimeters and the vectors of scaled X and Y values for each
image are used to determine path length and other measures.
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Based on similar principles, algorithms to measure the overall
motion level of not just one, but a group of larvae have also
been implemented ([34, 45]). They can detect the movements
of several larvae within one or several areas of interest using the
pixel-by-pixel mean squared error (m.s.e.) of gray-scale trans-
formed and adjusted images from consecutive video frames,
given by m.s.e ¼ 1 N ∑pixel ¼ 1 N (image frame, pixel–image
frame�1, pixel)2 where N corresponds to the total number of
pixels of each frame. Notably, the m.s.e. index is sensitive to
both the amount of motion and the number of swimming
larvae, enabling estimates of differential space use or place
preference in semi-compartmentalized chambers or in open
chambers with varying nearby environments.

5. A list of different steps involved in obtaining transgenic larvae is
given here for the sake of providing a complete overview
involving the protocol. However, a detailed treatment of zeb-
rafish transgenesis is well beyond the scope of this chapter. A
general guideline for zebrafish husbandry and genetic methods
can be found in “A Guide for the Laboratory Use of Zebrafish
Danio (Brachydanio) rerio” by M. Westerfield, 5th Edition.
For detailed instruction on microinjection in zebrafish, see
published protocols [48, 49].

6. In studies involving noninvasive optogenetics and freely-
swimming larvae, test groups are commonly identified by eval-
uating the expression of fluorescent proteins. This can be done
either before or after the tests. Doing it before the tests aids in
adjusting the size of the samples, which is particularly beneficial
when the complexity of the tests makes them difficult to carry
out and time consuming. By contrast, a blind design (i.e.,
doing it after the test) may prevent accurate control of the
sample size, but it will rule out any possible bias during testing
arising from the experimenter’s hand. Sometimes a blind
design is necessary for another reason: fluorescence proteins
cannot be detected before a certain stage of development.
Under such circumstances, screening for false negatives at
one or more time points after the tests become utterly
important.

7. Exposing transgenic larvae expressing optogenetic proteins to
excitation lights during screening can activate the protein. New
optogenetic tools with improved light sensitivity are activated
at extremely low light and some could be activated even at
ambient light [50] (see Chaps. 3 and 6). Light exposure before
tests can therefore transform experimental outcomes. Trans-
genic larvae can be evaluated post hoc based on fluorescence.

8. Do’s: Keep checking if medium temperatures in the testing
chamber are constant throughout the whole testing period at
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any day. Keep track of the exact time of the onset of light in
your data. This is your fixed time point throughout all follow-
ing data analysis. Depending on the data analysis planned,
EthoVision XT allows for separate adjustments for the raw
data output to Excel (amounts of data tend to be huge and
difficult to compute sometimes). Create one master template
per testing protocol each, and adjust specifics on a day-to-day
basis in copies accordingly. Don’ts: Don’t stick to the same
recording order of different groups every day. Don’t keep
supplying tubes and the testing chamber filled with stagnant
medium over longer periods of time (more than a few days) to
prevent algae from building up and contaminating the system.

5 Outlook

The zebrafish provides a powerful system for optogenetics. In
combination with high-resolution in vivo imaging, application of
optogenetics in tethered larvae has already provided a great deal of
insight to link neural circuit activity to principles of basic behavioral
control. The next frontier for zebrafish optogenetics will be the
analysis of complex behavior, which rests on joint work of four
regulatory components such as internal states, motivations, adap-
tive responses to the environment, and decision processes. Such
complex behavior cannot be accurately carried out employing
restrained subjects, and thus the future zebrafish optogenetics
research will rest increasingly on combination of precise and sophis-
ticated genetic manipulations combined with exquisite and fine-
grained analysis of behavior in freely moving subjects.

References

1. White JG, Southgate E, Thomson JN, Brenner
S (1986) The structure of the nervous system
of the nematode Caenorhabditis elegans. Philos
Trans R Soc Lond Ser B Biol Sci 314
(1165):1–340

2. de Bono M, Maricq AV (2005) Neuronal sub-
strates of complex behaviors in C. elegans.
Annu Rev Neurosci 28:451–501. doi:10.
1146/annurev.neuro.27.070203.144259

3. Sengupta P, Samuel AD (2009)Caenorhabditis
elegans: a model system for systems neurosci-
ence. Curr Opin Neurobiol 19(6):637–643.
doi:10.1016/j.conb.2009.09.009

4. Yemini E, Jucikas T, Grundy LJ, Brown AE,
Schafer WR (2013) A database of Caenorhab-
ditis elegans behavioral phenotypes. Nat Meth-
ods 10(9):877–879. doi:10.1038/nmeth.
2560

5. Nagel G, Brauner M, Liewald JF, Adeishvili N,
Bamberg E, Gottschalk A (2005) Light activa-
tion of channelrhodopsin-2 in excitable cells of
Caenorhabditis elegans triggers rapid behav-
ioral responses. Curr Biol 15(24):2279–2284.
doi:10.1016/j.cub.2005.11.032

6. de Bono M, Schafer WR, Gottschalk A (2013)
Optogenetic actuation, inhibition, modulation
and readout for neuronal networks generating
behavior in the nematode Caenorhabditis ele-
gans. In: Hegemann P, Sigrist SJ (eds) Opto-
genetics. De Gruyter, Berlin, pp 61–74

7. Fero K, Yokogawa T, Burgess HA (2011) The
behavioral repertoire of larval zebrafish. In:
Kalueff AV, Cachat JM (eds) Zebrafish models
in neurobehavioral research. Springer Science
þ Business Media, pp 249–291

8. Budick SA, O’Malley DM (2000) Locomotor
repertoire of the larval zebrafish: swimming,

Optogenetic Interpellation of Behavior Employing Unrestrained Zebrafish Larvae 129

https://doi.org/10.1146/annurev.neuro.27.070203.144259
https://doi.org/10.1146/annurev.neuro.27.070203.144259
https://doi.org/10.1016/j.conb.2009.09.009
https://doi.org/10.1038/nmeth.2560
https://doi.org/10.1038/nmeth.2560
https://doi.org/10.1016/j.cub.2005.11.032


turning and prey capture. J Exp Biol 203(Pt
17):2565–2579

9. Kimmel CB, Patterson J, Kimmel RO (1974)
The development and behavioral characteris-
tics of the startle response in the zebra fish.
Dev Psychobiol 7(1):47–60. doi:10.1002/
dev.420070109

10. Burgess HA, Granato M (2007) Sensorimotor
gating in larval zebrafish. J Neurosci 27
(18):4984–4994. doi:10.1523/
JNEUROSCI.0615-07.2007

11. Neuhauss SC (2003) Behavioral genetic
approaches to visual system development and
function in zebrafish. J Neurobiol 54
(1):148–160. doi:10.1002/neu.10165

12. Portugues R, Engert F (2009) The neural basis
of visual behaviors in the larval zebrafish. Curr
Opin Neurobiol 19(6):644–647. doi:10.
1016/j.conb.2009.10.007

13. Borla MA, Palecek B, Budick S, O’Malley DM
(2002) Prey capture by larval zebrafish: evi-
dence for fine axial motor control. Brain
Behav Evol 60(4):207–229. doi:66699

14. McElligott MB, O’Malley DM (2005) Prey
tracking by larval zebrafish: axial kinematics
and visual control. Brain Behav Evol 66
(3):177–196. doi:10.1159/000087158

15. Bianco IH, Kampff AR, Engert F (2011) Prey
capture behavior evoked by simple visual sti-
muli in larval zebrafish. Front Syst Neurosci
5:101. doi:10.3389/fnsys.2011.00101

16. Dunn TW, Mu Y, Narayan S, Randlett O, Nau-
mann EA, Yang CT, Schier AF, Freeman J,
Engert F, Ahrens MB (2016) Brain-wide
mapping of neural activity controlling zebrafish
exploratory locomotion. Elife 5. doi:10.7554/
eLife.12741

17. Ahrens MB, Engert F (2015) Large-scale
imaging in small brains. Curr Opin Neurobiol
32:78–86. doi:10.1016/j.conb.2015.01.007

18. Severi KE, Portugues R, Marques JC, O’Mal-
ley DM, Orger MB, Engert F (2014) Neural
control and modulation of swimming speed in
the larval zebrafish. Neuron 83(3):692–707.
doi:10.1016/j.neuron.2014.06.032

19. Portugues R, Feierstein CE, Engert F, Orger
MB (2014) Whole-brain activity maps reveal
stereotyped, distributed networks for visuomo-
tor behavior. Neuron 81(6):1328–1343.
doi:10.1016/j.neuron.2014.01.019

20. Ahrens MB, Li JM, Orger MB, Robson DN,
Schier AF, Engert F, Portugues R (2012)
Brain-wide neuronal dynamics during motor
adaptation in zebrafish. Nature 485
(7399):471–477. doi:10.1038/nature11057

21. Renninger SL, Orger MB (2013) Two-photon
imaging of neural population activity in

zebrafish. Methods 62(3):255–267. doi:10.
1016/j.ymeth.2013.05.016

22. Portugues R, Severi KE, Wyart C, Ahrens MB
(2013) Optogenetics in a transparent animal:
circuit function in the larval zebrafish. Curr
Opin Neurobiol 23(1):119–126. doi:10.
1016/j.conb.2012.11.001

23. Friedrich RW, Jacobson GA, Zhu P (2010)
Circuit neuroscience in zebrafish. Curr Biol
20(8):R371–R381. doi:10.1016/j.cub.2010.
02.039

24. Simmich J, Staykov E, Scott E (2012) Zebra-
fish as an appealing model for optogenetic
studies. Prog Brain Res 196:145–162. doi:10.
1016/B978-0-444-59426-6.00008-2

25. Wyart C, Del Bene F, Warp E, Scott EK, Trau-
ner D, Baier H, Isacoff EY (2009) Optogenetic
dissection of a behavioural module in the ver-
tebrate spinal cord. Nature 461
(7262):407–410. doi:10.1038/nature08323

26. Fidelin K, Djenoune L, Stokes C, Prendergast
A, Gomez J, Baradel A, Del Bene F, Wyart C
(2015) State-dependent modulation of loco-
motion by GABAergic spinal sensory neurons.
Curr Biol 25(23):3035–3047. doi:10.1016/j.
cub.2015.09.070

27. Goncalves PJ, Arrenberg AB, Hablitzel B,
Baier H,Machens CK (2014) Optogenetic per-
turbations reveal the dynamics of an oculomo-
tor integrator. Front Neural Circuits 8:10.
doi:10.3389/fncir.2014.00010

28. Miri A, Daie K, Arrenberg AB, Baier H, Aksay
E, Tank DW (2011) Spatial gradients and mul-
tidimensional dynamics in a neural integrator
circuit. Nat Neurosci 14(9):1150–1159.
doi:10.1038/nn.2888

29. Arrenberg AB, Del Bene F, Baier H (2009)
Optical control of zebrafish behavior with
halorhodopsin. Proc Natl Acad Sci U S A 106
(42):17968–17973. doi:10.1073/pnas.
0906252106

30. Schoonheim PJ, Arrenberg AB, Del Bene F,
Baier H (2010) Optogenetic localization and
genetic perturbation of saccade-generating
neurons in zebrafish. J Neurosci 30
(20):7111–7120. doi:10.1523/
JNEUROSCI.5193-09.2010

31. Thiele TR, Donovan JC, Baier H (2014) Des-
cending control of swim posture by a midbrain
nucleus in zebrafish. Neuron 83(3):679–691.
doi:10.1016/j.neuron.2014.04.018

32. Kubo F, Hablitzel B, Dal Maschio M, Driever
W, Baier H, Arrenberg AB (2014) Functional
architecture of an optic flow-responsive area
that drives horizontal eye movements in zebra-
fish. Neuron 81(6):1344–1359. doi:10.1016/
j.neuron.2014.02.043

130 Soojin Ryu and Rodrigo J. De Marco

https://doi.org/10.1002/dev.420070109
https://doi.org/10.1002/dev.420070109
https://doi.org/10.1523/JNEUROSCI.0615-07.2007
https://doi.org/10.1523/JNEUROSCI.0615-07.2007
https://doi.org/10.1002/neu.10165
https://doi.org/10.1016/j.conb.2009.10.007
https://doi.org/10.1016/j.conb.2009.10.007
https://doi.org/10.1159/000087158
https://doi.org/10.3389/fnsys.2011.00101
https://doi.org/10.7554/eLife.12741
https://doi.org/10.7554/eLife.12741
https://doi.org/10.1016/j.conb.2015.01.007
https://doi.org/10.1016/j.neuron.2014.06.032
https://doi.org/10.1016/j.neuron.2014.01.019
https://doi.org/10.1038/nature11057
https://doi.org/10.1016/j.ymeth.2013.05.016
https://doi.org/10.1016/j.ymeth.2013.05.016
https://doi.org/10.1016/j.conb.2012.11.001
https://doi.org/10.1016/j.conb.2012.11.001
https://doi.org/10.1016/j.cub.2010.02.039
https://doi.org/10.1016/j.cub.2010.02.039
https://doi.org/10.1016/B978-0-444-59426-6.00008-2
https://doi.org/10.1016/B978-0-444-59426-6.00008-2
https://doi.org/10.1038/nature08323
https://doi.org/10.1016/j.cub.2015.09.070
https://doi.org/10.1016/j.cub.2015.09.070
https://doi.org/10.3389/fncir.2014.00010
https://doi.org/10.1038/nn.2888
https://doi.org/10.1073/pnas.0906252106
https://doi.org/10.1073/pnas.0906252106
https://doi.org/10.1523/JNEUROSCI.5193-09.2010
https://doi.org/10.1523/JNEUROSCI.5193-09.2010
https://doi.org/10.1016/j.neuron.2014.04.018
https://doi.org/10.1016/j.neuron.2014.02.043
https://doi.org/10.1016/j.neuron.2014.02.043


33. McFarland DJ (1977) Decision making in ani-
mals. Nature 269:15–21

34. De Marco RJ, Thiemann T, Groneberg AH,
Herget U, Ryu S (2016) Optogenetically
enhanced pituitary corticotroph cell activity
post-stress onset causes rapid organizing effects
on behavior. Nat Commun 7:12620.
doi:10.1038/ncomms12620

35. Charmandari E, Tsigos C, Chrousos G (2005)
Endocrinology of the stress response. Annu
Rev Physiol 67:259–284. doi: 10.1146/
annurev.physiol.67.040403.120816

36. Iseki M, Matsunaga S, Murakami A, Ohno K,
Shiga K, Yoshida K, Sugai M, Takahashi T,
Hori T, Watanabe M (2002) A blue-light-acti-
vated adenylyl cyclase mediates photoavoid-
ance in Euglena gracilis. Nature 415
(6875):1047–1051. doi: 10.1038/4151047a

37. Stierl M, Stumpf P, Udwari D, Gueta R, Hage-
dorn R, Losi A, Gartner W, Petereit L, Efetova
M, Schwarzel M, Oertner TG, Nagel G, Hege-
mann P (2011) Light modulation of cellular
cAMP by a small bacterial photoactivated ade-
nylyl cyclase, bPAC, of the soil bacterium Beg-
giatoa. J Biol Chem 286(2):1181–1188.
doi: 10.1074/jbc.M110.185496

38. Ryu MH, Moskvin OV, Siltberg-Liberles J,
Gomelsky M (2010) Natural and engineered
photoactivated nucleotidyl cyclases for optoge-
netic applications. J Biol Chem 285(53):
41501–41508. doi:10.1074/jbc.M110.177600

39. Pujol-Marti J, Faucherre A, Aziz-Bose R,
Asgharsharghi A, Colombelli J, Trapani
JG, Lopez-Schier H (2014) Converging
axons collectively initiate and maintain synaptic
selectivity in a constantly remodeling sensory
organ. Curr Biol 24(24):2968–2974.
doi: 10.1016/j.cub.2014.11.012

40. Xiao Y, Tian W, Lopez-Schier H (2015) Opto-
genetic stimulation of neuronal repair. Curr
Biol 25(22):R1068–R1069. doi: 10.1016/j.
cub.2015.09.038

41. De Marco RJ, Groneberg AH, Yeh CM, Cas-
tillo Ramirez LA, Ryu S (2013) Optogenetic
elevation of endogenous glucocorticoid level in
larval zebrafish. Front Neural Circuits 7:82.
doi:10.3389/fncir.2013.00082

42. Gutierrez-Triana JA, Herget U, Castillo-
Ramirez LA, Lutz M, Yeh CM, De Marco RJ,

Ryu S (2015) Manipulation of Interrenal cell
function in developing zebrafish using geneti-
cally targeted ablation and an optogenetic tool.
Endocrinology 156(9):3394–3401.
doi: 10.1210/EN.2015-1021

43. Kwan KM, Fujimoto E, Grabher C, Mangum
BD, Hardy ME, Campbell DS, Parant JM, Yost
HJ, Kanki JP, Chien CB (2007) The Tol2kit: a
multisite gateway-based construction kit for
Tol2 transposon transgenesis constructs. Dev
Dyn 236(11):3088–3099. doi: 10.1002/
dvdy.21343

44. Burgess HA, Granato M (2007) Modulation of
locomotor activity in larval zebrafish during
light adaptation. J Exp Biol 210(Pt
14):2526–2539. doi: 10.1242/jeb.003939

45. De Marco RJ, Groneberg AH, Yeh CM, Tre-
vino M, Ryu S (2014) The behavior of larval
zebrafish reveals stressor-mediated anorexia
during early vertebrate development. Front
Behav Neurosci 8:367. doi: 10.3389/
fnbeh.2014.00367

46. Groneberg AH, Herget U, Ryu S, De Marco
RJ (2015) Positive taxis and sustained respon-
siveness to water motions in larval zebrafish.
Front Neural Circuits 9:9. doi: 10.3389/
fncir.2015.00009

47. Zhou Y, Cattley RT, Cario CL, Bai Q, Burton
EA (2014) Quantification of larval zebrafish
motor function in multiwell plates
using open-source MATLAB applications. Nat
Protoc 9(7):1533–1548. doi:10.1038/
nprot.2014.094

48. Rosen JN, Sweeney MF, Mably JD (2009)
Microinjection of zebrafish embryos to analyze
gene function. J Vis Exp 25. doi: 10.3791/
1115

49. Yuan S, Sun Z (2009) Microinjection of
mRNA and morpholino antisense oligonucleo-
tides in zebrafish embryos. J Vis Exp 27.
doi: 10.3791/1113

50. Dawydow A, Gueta R, Ljaschenko D, Ullrich
S, Hermann M, Ehmann N, Gao S, Fiala A,
Langenhan T, Nagel G, Kittel RJ (2014) Chan-
nelrhodopsin-2-XXL, a powerful optogenetic
tool for low-lightapplications. Proc Natl Acad
Sci U S A 111(38):13972–13977.
doi: 10.1073/pnas.1408269111

Optogenetic Interpellation of Behavior Employing Unrestrained Zebrafish Larvae 131



Chapter 8

Combining Optogenetics with MEA, Depth-Resolved LFPs
and Assessing the Scope of Optogenetic Network
Modulation

Jenq-Wei Yang, Pierre-Hugues Prouvot, Albrecht Stroh,
and Heiko J. Luhmann

Abstract

The development of multi-electrode arrays enables researchers to record neuronal activity from several to
hundreds or even thousands of neurons simultaneously. Optogenetics provides the toolbox to excite or
inhibit a genetically defined subpopulation of neurons. Here, we present a detailed description of how to
combine multi-electrode array (MEA) recording and optogenetics to study the role of parvalbumin positive
interneurons in mouse somatosensory cortical signal processing. We also provide the tools to quantify the
density of opsin-expressing cells and estimate the effective illuminated area by optogenetic stimulation,
resulting in a quantification of optogenetically modulated neurons.

Key words Optogenetics, ArchT, Electrical recordings, Multi-electrode arrays, Light propagation

1 Introduction

The mammalian brain is comprised of billions of neurons which are
spatially organized in different brain structures to process different
types of information. One of the goals of system neuroscience is to
understand how groups of neurons work together to perform
efficient information processing. To reach this goal, simultaneous
recordings of multiple neurons are needed. In the past several
decades, both scientists and commercial enterprises undertook
great efforts to develop the multi-electrode array (MEA). This
technique enables researchers to record the local field potential
(LFP) and extracellular multiunit activity (MUA) from hundreds
or even thousands of neurons simultaneously. Up to date, several
types of high-density MEA probes have been developed according
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to the respective experimental design and have been routinely used
for large-scale LFP and unit recording in vivo [1–4]. For example,
to record neural activity simultaneously in several barrel-related
cortical columns of rats, an eight-shank 128-channel MEA probe
(200 μm horizontal shank distance and 75 μm vertical inter-
electrode distance) was developed [1]. Another example is an
eight-shank 256-channel MEA probe (300 μm horizontal shank
distance and 50 μm vertical inter-electrode distance) which can
record neural activity covering a large area of the dorsal hippocam-
pus of the rat [3]. The recently developed complementary metal-
oxide semiconductor (CMOS) MEA containing 1028 recording
sites enable researchers to simultaneously record thalamocortical
network activity and select the target recording sites according to
the experimental needs [4].

In addition to record the activity of many neurons simulta-
neously by MEA, the precise and selective manipulation of individ-
ual components of the network is critical for a causal understanding
of their role in information processing within a given brain circuit.
The recent developments of optogenetic techniques meet those
needs. Unlike traditional electrophysiological and pharmacological
methods, optogenetics allows researchers to optically activate or
silence a specific, genetically defined neuronal subtype by expres-
sing a light-sensitive opsin in a given neuronal population (see
Chaps. 1 and 2). Successfully performing an optogenetic experi-
ment involves various steps and considerations, for example, the
selection of target cell type and opsin, the makeup of light delivery
system and choosing the right method to evaluate the outcome of
the optogenetic experiment [5]. Several laboratories have focused
on developing opto-MEA neural interfaces [6–8]. The simplest way
is to assemble a conventional MEA with one or several optical fibers
to control the neuronal activity in one shank of the MEA contain-
ing several recording sites [7]. Recently, a new type of opto-MEA
containing multiple μLEDs nearby several recording sites was
developed to direct optical stimulation more precisely on target
recording sites [8]. Furthermore, another type of opto-MEA was
designed to perform simultaneous light delivery and electrical
recording in individual recording channels [6].

Here we provide a detailed description of methods how to
combine MEA and optogenetics to control defined neuronal pop-
ulation in vivo. In this example, we study the role of parvalbumin-
positive (PVþ) GABAergic interneurons in barrel cortex signal
processing. PVþ interneurons represent about 40% of all GABAer-
gic interneurons [9] providing inhibition to local principal cells and
may also inhibit neurons located several hundreds of micrometers
away [10, 11]. We provide a protocol how to perform virus injec-
tion specifically in a defined barrel and how to perform MEA (8-
shank 128 channels) recording in barrel cortex of lightly anesthe-
tized mice. We introduce a custom-made two laser instrument
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which can provide optical stimulation through a multimode optic
fiber to inhibit PVþ interneurons expressing ArchT. We then pro-
vide a straightforward method to estimate how many neurons are
modulated by typical optogenetic stimulation. We take the example
of our ArchT stimulation, but this method can be easily extended to
other experiments. In the end, we provide an outlook on the
combination of these methods.

2 Methods

2.1 Identify Barrels

by Intrinsic Imaging

Method

2.1.1 Surgery

1. All instruments have to be cleaned and sterilized by hot bead
sterilizer or autoclave.

2. 1 to 2-month-old PV-Cre mice were initially anesthetized with
2% isoflurane. An incision was made in the middle of head skin,
and the skull was exposed. The periost covering the skull was
removed.

3. A custom-made stainless steel holder was glued on the cranium
of the left hemisphere, 1.5% low melting agarose was then
applied on top of the cortex covered with a glass coverslip.
The head of the mouse was then firmly fixed in a stereotaxic
frame and anesthesia was maintained with 0.75–1% isoflurane
(Fig. 1a).

2.1.2 Intrinsic Optical

Imaging

1. A LED lamp at 625 nm was used for illumination. A MiCAM
CMOS camera was positioned on top of the craniotomy and
the optical axis was kept perpendicular to the cortical surface
(Fig. 1b). The optical signal was recorded using the MiCAM
program in a 2.6 mm2 area of the cortical surface.

2. We selected C1, C2 or B1, B2 as our targeted barrels. A single
whisker was deflected with a protruding device consisting of a
miniature solenoid actuator which was controlled by a
transistor-transistor logic (TTL) pulse. The actuator was placed
orthogonal to the base of the whisker approximately 2 mm
from the snout. Whiskers were moved rostrocaudally with a
deflection for 26 ms to reach the maximal 1 mm whisker
displacement. The peak stimulus velocity is 1114 º/s.

3. The protocol for intrinsic imaging consisted of 4 s baseline, 5 s
5 Hz stimulation and then 1 s post-stimulation recording. The
inter-stimulus-interval was 8 s (Fig. 1b–d).

2.2 Injecting the

ArchT-GFP Vector into

Identified Barrel

1. After identifying the location of the stimulated barrels by
intrinsic imaging, we performed ArchT-GFP-encoding virus
injection in a barrel not containing large blood vessels.
(Fig. 1d).
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2. A small craniotomy of ~0.5 mm in diameter was performed on
top of the selected barrel (Fig. 1e1). The dura was kept intact.

3. A microtiter pipette pulled to a tip diameter of around 5 μm
(Fig. 1e2) (Ringcaps Hirschmann Laborger€ate GmbH, Eber-
stadt, Germany) was connected to a flexible plastic tube of a
200 ml syringe.

4. A piece of Parafilm was placed on the craniotomy, and then
1–2 μl of virus solution was placed on the Parafilm. After
immersing the tip of the glass pipette into this drop of virus
solution, negative pressure was applied, and about 600 nl of
viral solution (rAAV2-FLEX-ArchT-GFP, 2 � 1011 viral parti-
cles per ml) was slowly aspirated into the pipette (Fig. 1e3).

5. The pipette was inserted into the selected barrel at a 60� angle
at 400 μm depth. The virus solution was slowly injected into
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Fig. 1 Procedures for intrinsic optical imaging and virus injection. (a) Perform a skin incision and glue a
custom-made stainless steel holder on the cranium of the left hemisphere. (b) Schematic illustration of the
experimental setup for intrinsic optical imaging. (c) Two examples of evoked intrinsic imaging responses by
single whisker stimulation (B1 and B2 whiskers respectively). (d) Virus injection was performed in B2 barrel
according to the location of evoked B2 intrinsic imaging response. (e) The procedure of the virus injection
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the cortex at a rate of 300–400 nl/5 min. After injection, the
pipette remained in position for at least 5 min to allow the virus
solution to diffuse into the brain tissue prior to slowly retract-
ing the pipette (Fig. 1e4).

6. The skin incision was closed with Vetbond tissue adhesive
(3 M, Maplewood, Minnesota, USA), and the mice were
returned to the cage for recovery (Fig. 1e5).

2.3 MEA Recording

and Optical Inhibition

of PV+ Interneurons

Expressing ArchT

2.3.1 Inserting MEA into

Targeted Barrels Exhibiting

ArchT-GFP Expression

1. One month after virus injection, the mouse was anesthetized
using urethane (1.5 g/kg). The mouse’s head was fixed in the
stereotaxic apparatus using an aluminum holder fixed on the
occipital bones with dental cement.

2. If there was any sign of distress, 10–15% of the initial dose of
urethane was injected (i.p.). After drying the skull, the position
of the previous craniotomy for virus injection could be clearly
observed (Fig. 2a1).

3. A silver wire was inserted into the cerebellum as a ground
electrode. The mouse was placed on a heating blanket and
kept at a constant temperature of 37 �C.

4. A 2� 2 mm2 craniotomy was performed over the barrel cortex
of the right hemisphere (centered at previous small craniotomy
for virus injection, Fig. 2a2).

5. According to the location of the virus injection, an eight-shank
128-channel electrode (NeuroNexus Technologies, Ann
Arbor, MI) was labeled with DiI (1,10-dioctadecyl-
3,3,30,30-tetramethyl indocarbocyanine, Molecular Probes,
Eugene, OR, USA) and then inserted perpendicular into the
barrel cortex (Fig. 2a3,4 and b).

6. To reduce damage of cortical tissue, the insertion speed was
below 200 μm/min. 40 min after the electrode insertion, a
single whisker was stimulated to functionally identify the
recorded barrel-related column.

2.3.2 Optical Stimulation 1. The light for excitation of ArchT was delivered by a 50 mW
solid-state laser at 552 nm wavelength (Sapphire, Coherent,
Dieburg, Germany) placed in a custom-built optical setup
(Fig. 3). The laser beam was coupled to a 200 μm multimode
fiber with a numerical aperture of 0.39 (Thorlabs, Munich,
Germany) using a fiber collimator (Sch€afterþ Kirchhoff, Ham-
burg, Germany).

2. The output power at the end of the fiber was measured with a
power meter (Nova 2, Ophir, Newport, Irvine, CA) prior to
each experiment.

3. The initial power density was calculated with I0 ¼ i/πr2 where i
is the initial power and r the radius of the fiber core. A mechan-
ical shutter controlled the light pulse (Uniblitz, Rochester
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USA), and was connected to a stimulator (Master8, A.M.P.I.,
Jerusalem, Israel).

4. The fiber was positioned parallel to the electrodes using a
micromanipulator and barely touched the cortical surface
(Fig. 2a3 and b). In order to keep the geometric shape of
light illumination, the tip of the fiber must be cut precisely
using a diamond pen (fiber scribe S90R Thorlabs) (Fig. 4,
see Notes 1 and 2).

2.3.3 Defining the

Suitable Light Intensity

for the Experiment

1. Opsins display a sigmoid dose-response curve to light. For
excitatory cation channels, stimulation should be applied at a
frequency preventing the inactivation of the peak current (see
Chaps. 3 and 13) (seeNote 3), e.g., a brief pulse train of 10 ms
pulse at up to 30 Hz for ChR2 (see Note 4), spaced by at least
10 s. For proton and chloride pumps the illumination should
be continuous as their sustained activity relies on the continu-
ous absorption of photons.

Radiator

Active cooling unit

Fast 
shutter

Dichroic mirror
(reflecting 488nm and
transmitting 552nm)

Sliding progressive
neutral density filter 

Controllers 
of the lasers Security 

switch

power supply

SMA adaptor

552nm
Green laser

488nm 
Blue laser

Fig. 3 Image of our self-built setup for collimating two lasers into a multimode fiber
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2. The first step of any recordings including optogenetic manipu-
lation is to establish a dose-response curve (see Note 5). The
optimal power should be in the linear range of the curve, use
the minimal power sufficient to elicit a direct effect on the
network, be aware that using highest power levels may lead to
phototoxicity. Here, we found that inhibiting PVþ interneu-
ron enhanced the evoked response by single whisker stimula-
tion. We applied increasing intensities of 552 nm light and
chose 150 mW/mm2 as the suitable light intensity for our
experiment due to its efficiency in enhancing the sensory
evoked responses, and still ranging in the linear dose-response
curve (Fig. 5).

2.3.4 Perfusion and Brain

Slicing

1. At the end of the experiment, the mouse was perfused with
0.1 M sodium phosphate buffer and fixed with 4%
paraformaldehyde.

2. The brain was sliced following the insertion angle (around 45�

from the midline) of the eight-shank 128-channel electrode
(200 μm thickness) (Fig. 2c).

3. Positions of individual electrodes were identified according to
the fluorescence of DiI, and ArchT-PVþ interneurons were
identified by fluorescence microscopy (Fig. 2d).

Fig. 4 Proper cutting of the optical fiber. (a, b) Examples of unevenly cut fibers. (c) An example of a properly
cut fiber. (d, e) Examples of the deformation of the beam exiting unevenly cut fibers. (f) An example of the
beam from a properly cut fiber. (g) Unbroken fiber with only little light leakage. (h) Broken fiber exhibiting
significant leakage. (i) An example of leakage induced by excessive bending of the fiber
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2.4 Identify ArchT

Expression in PV+

Interneurons by

Immuno-

histochemistry

2.4.1 Expression Quality

Confocal microscopy is the standard for assessing the quality of
expression. The expression should be uniform in the cell membrane
(Fig. 6). With common fluorophores, like GFP or YFP, the expres-
sion is smooth. Note that mcherry tends to form intracellular
aggregates. Overexpression is characterized by progressive degen-
eration of the cell, producing highly fluorescent punctae (Fig. 6).
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Fig. 5 Establishment of a dose-response curve by optical light illumination. (a) Average LFP response to
10 stimulations of the C1 whisker under control conditions (a1, only whisker stimulation) and during
optogenetic inactivation of PV interneurons (a2, whisker stimulation and light illumination). (b) Enhancement of
sensory-evoked response with increasing laser intensities (average of 70 evoked LFP responses from 7 mice). (c)
The peak amplitude increase with increasing laser intensities (n¼ 7 mice). Paired t test, **p < 0.01)
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2.4.2 Assessing Cell

Density and Area of

Expression

Cell density has to be assessed for subsequent modeling of light
distribution.

1. Measure the volume of expression. It is defined as the area con-
taining cell bodies strongly expressing the opsin (seeNote 6).

2. Two options for calculating the cell density:

Fig. 6 Examples of opsin expression. (a, c, e) Typical confocal micrographs of
ArchT overexpressing PV neurons. (b, d, f) Typical micrographs of healthy ArchT
expressing PV neurons, scale bar: 10 μm
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(a) Counting all cells in the expressing area in every expres-
sing slice. Resulting in: Cell number (units)/expressing
volume (mm3) equals cell density.

(b) Using a stereology software to estimate the average
expression density.

2.4.3 Immunofluore-

scence Stainings to Assess

the Cell Type Specificity

of Expression

Checking for expression specific to the targeted cell type using
complementary antibodies (in our case PVand CamKII antibodies)
to ensure the promoter exhibits no leakage (see Chap. 1).

Here, individual slices around the center of expression were
selected for immunohistochemistry.

1. For permeabilization, slices were incubated with 0.1% Triton
X-100 and 5% normal donkey serum (Invitrogen, Life Tech-
nologies, Carlsbad, CA) in phosphate buffer solution for
90 min.

2. Slices were incubated with goat anti-PV (1:200, Swant, Marly,
Switzerland) or rabbit anti-CamKII (1:200, Epitomics, Burlin-
game, CA) at 4 �C overnight.

3. On the next day, slices were incubated with the secondary
antibodies Cy-2 donkey anti-goat (1:200, Jackson Immuno
Research, West Grove, PA), or Cy-2 donkey anti-rabbit
(1:200, Jackson Immuno Research, West Grove, PA). In addi-
tion a fluorescent Nissl stain (red 615 nm, Neurotrace, Molec-
ular Probes, Life Technologies, Carlsbad, CA) was performed.
Slices were mounted using antiquenching Vectashield (Vector
Laboratories, Burlingame, CA).

2.4.4 Modeling of the

Above-Threshold

Illuminated Area

To calculate the average number of optogenetically modulated
neurons, not only the relative density of opsin-expressing cells
needs to be estimated (see above), but also the light distribution
in tissue (see Chap. 13 for further details) (see Note 7).

1. Each opsin is characterized by its dose-response curve. Using
this curve it is possible to determine the current imposed on the
cell during the optogenetic stimulation provided the power
density at a certain depth is known. It is then possible to
estimate at which depth the stimulation ceases to be efficient.
The dose response curves of the most common opsins can be
found in the papers delineated in Table 1 (see Note 8).

2. Use the Kubelka-Munk model (see Note 9) for a geometrical
estimation of light spread, but note that this model is only
partially reflecting the actual light distribution (see Chap. 13).
This model underestimates the later spread of light close to the
fiber tip, while it is relatively accurate in determining the effi-
cient penetration depth. To determine the effective penetration
depth, defined as the depth at which the light power
density falls below the activation threshold of the respective
opsin [17, 18]:
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(a) The optical fiber is defined by a few key parameters, such
as the diameter of the core and the numerical aperture. We
can consider the initial light source as a circle defined by
the core diameter. The numerical aperture is related to the
half angle at which light will exit the fiber: NA ¼ ni sin(θ)
where ni is the scattering coefficient of the media (1.36 for
the gray matter) [19]. Thus θ ¼ arcsin NA

ni

� �
. In our

case θ ¼ 16.6

(b) The intensity decreases with depth following I(z)/I(z ¼ 0)
¼ ρ²/(z þ ρ)²

(c) The geometrical factor ρ is ρ ¼ r*sqrt((ni/NA)² � 1)

(d) The final equation including scattering:

I zð Þ=I z ¼ 0ð Þ ¼ ρ²= Sz þ 1ð Þ z þ ρð Þ2
� �

with Sz ¼ 11.2 mm�1 in mice and 10.3 mm�1 in rats.

(e) Plot the results as depth against power (see Fig. 7)

3. Once the penetration depth is known, calculate the size of the
truncated cone corresponding to the stimulated volume

V ¼ πr ² h
3

� �
(Fig. 8).

4. Then calculate the overlapping volume between this frustum
and the expressing regions (in the cortex layer II/III and V).

5. Note 10 shows the detailed calculation of the modulated
ArchT-positive neurons based on the protocols described
above.

Table 1
The most common opsins used for optogenetic experiments

Opsin Wavelength Tau off Photocurrent references

ChR2 (H134R) 470 18 ms [12]
ChIEF 450 10 ms

ChETA 545 34–38 ms [13]

C1V1 540 156 ms [14]

ChloC [15]

pumps

ArchT (proton pump) 566 n/a [16]
eNpHR3.0 (chloride pump) 590 n/a
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Fig. 7 Plot of the decrease of light intensity with depth using the Kubelka-Munk model

Fig. 8 Modeling of the illuminated area. Green, area illuminated with above-threshold light power density;
Orange, highlighted cell bodies; Formula, relationship between numerical aperture and half angle
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3 Notes

1. Optical fibers are flexible up to a certain angle, exceeding this
angle leads to light emission along the length of the fiber as the
total internal reflection is not maintained inside the core,
resulting in a lower output power. Moreover they are relatively
fragile and should be checked from time to time for damage
(Fig. 4).

2. The delivering end of the fiber can be cleaned with ethanol
and/or acetone after the experiment. The proper propagation
of light should be checked before every experiment using either
a fiber inspection scope (FS201 Newport, Thorlabs, Newton,
NJ, USA) or by simply pointing it at a white wall to check that
the spot of light is circular (Fig. 4). If any irregularity is
detected, the end of the fiber should be re-cut to reach the
proper quality.

3. The stimulation frequency should be devised in relation to the
cell type, the opsin used and the research hypothesis, one
would not consider a 100 Hz tetanic stimulation physiologi-
cally relevant in excitatory neurons for example.

4. ChR2 has been used at higher frequencies in the literature, but
frequencies higher than 30 Hz become hard to evaluate in our
hands. It is always best to check the literature beforehand and
especially the original articles for each opsin.

5. In most cases the dose response curves are available in the
literature. However whole cell electrophysiology after your
specific viral transduction strategy in the respective brain region
remains the gold standard for controls in optogenetics experi-
ments, be it in slices or in vivo.

The main parameters to control for patch clamp are:

(a) The dose response curve between light density and pho-
tocurrent (obtained by ramping up the light power
between stimulation and measuring the current in voltage
clamp).

(b) The power necessary for efficient silencing or excitation of
the cells of interest (how much light power is necessary to
inhibit action potential firing in current clamp in our
case).

6. Only measure the area containing cell bodies. Neurites can
extend very far and it can be difficult to obtain a precise value.

7. Here we address the case of classical multimode optical fibers as
they are more commonly used. More complex systems require
the establishment of specific models. Multiple tools are avail-
able online and in the literature to model the scattering of light
in brain tissue. The best ratio of accuracy to accessibility is the

146 Jenq-Wei Yang et al.



Kubelka-Munk model for penetration of light in brain tissue.
The easiest approximation is just to consider the geometry of a
truncated cone with the upper surface being the core of the
fiber and the angle as calculated from the numerical aperture.
When this volume is calculated, it is possible to calculate the
volume overlapping with the expressing region. The last step is
to multiplying this volume with the cell density calculated
earlier to result in the number of affected cells. Most models
give similar results regarding the axial penetration, they differ
most in the degree of lateral scattering [20].

8. For excitatory opsins, the necessary power is straightforward
due to the threshold property of action potential generation, a
certain current depending on the cell type leads to the mem-
brane potential exceeding the threshold for opening of voltage-
dependent sodium channels, commencing an action potential.
In the case of inhibitory opsins it is possible to evaluate the
power at which most action potentials will be inhibited.

9. An online tool based on the Kubelka-Munk model can be
found on these two websites; http://web.stanford.edu/
group/dlab/cgi-bin/graph/chart.php www.open
optogenetics.org

10. In our experimental conditions the initial power is about I
(z ¼ 0) ¼ 150)mW/mm2 (i.e., 4.7 mW out of a 200 μm
fiber, thus 4.7/0.031 ¼ 151 mW/mm2). The experiment
were performed in mouse cerebral cortex, thus a refraction
index of n¼ 1.36 and a scattering coefficient of S¼ 11.2mm�1.
In this case ρ ¼ 0.2651.
Plotting

I zð Þ ¼ ρ2

Sz þ 1ð Þ z þ ρð Þ2
 !

� I z ¼ 0ð Þ

Results in the graph in Fig. 7.
In case of PV interneurons we assumed a minimal inhibitory

current required for inhibition ranging at 200–250 pA [21]. To
reach this current by ArchT activation, a local light density of
>1.5 mW/mm2 is required [22]. If we refer to Fig. 7 we see
that this power is reached around 0.75 mm. We thus efficiently
illuminate a frustum with an upper radius of 0.1 mm and a
height of 0.75 mm.

The volume of such a frustum is defined by:

V ¼ πh

3

� �
� R2 þRr þ r2
� �

Here r ¼ 0.1 mm h ¼ 0.75 mm and R ¼ h∗ tan θ thus
R ¼ 0.224 mm and V ¼ 0.0648 mm3.
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The last step consists in multiplying this value by the cell
density in the expressing region in order to estimate the num-
ber of cells efficiently illuminated. Thus with a density of about
1216 neurons/mm3 a final number about 79 neurons is effi-
ciently illuminated. Note that this value should be interpreted
as an order of magnitude estimation.

11. We observed that LFP recordings were impacted by light illu-
mination. To assess the scope of optically induced artifacts we
performed control experiments in wild-type mice without
ArchT expression (Fig. 9). Under control no-light conditions,
mechanical deflection of whisker C5 elicited the large LFP
responses recorded at the principal shank (PS) electrode
located in the C5 column (Fig. 9a). Light illumination
(100 ms, 150 mW/mm2) altered evoked LFP recordings fol-
lowing single whisker stimulation. The artifact was most nota-
ble in the three superficial electrodes, corresponding to layer I
and upper layer II/III (Fig. 9b). Only light illumination pro-
duced obvious LFP shift (Fig. 9c). The correct evoked response
under light illumination can be calculated by subtracting the

C5 whisker deflection

no light light on light on

C5 whisker deflection
C5

a b c d

d=b-c

C5 C5 C5

L2/3

L4

L5

L6

1 mV
100 ms

PS PS PS PS

Fig. 9 Optically induced artifact. (a) Average LFP response to 100 stimulations of the C5 whisker under no light
condition in a C57BL/6 wild type mouse at postnatal day 44. (b) Average LFP response to 100 stimulations of
the C5 whisker combination with 150 mW/mm2 green light pulse illumination (light on). (c) LFP response to
pure 150 mW/mm2 green light pulse illumination. (d) The corrected evoked LFP by subtracting c from b

148 Jenq-Wei Yang et al.



LFP under only light-on condition from the evoked LFP under
single whisker stimulation with light-on condition (Fig. 9d).

4 Outlook

1. AAV virus and opsin delivery.
Multiple experimental parameters impact the scope of

optogenetic network activation: First AAV virus injections
inherently result in varying infection rates per neuron due to
a multiplicity of infection, leading to heterogeneity of opsin
expression [23], this in turn affecting inhibitory photocur-
rents. However, while this adds jitter, it might create a less
artificial pattern of inhibition (see Chaps. 3 and 14).
Approaches encoding regulatory elements resulting in more
homogenous expression levels are currently not feasible due
to the limited capacity of AAVs and furthermore require inte-
gration to a single site of the genome, in contrast to the
episomal or extrachromosomal persistence of the AAVs used
in this study (see Chap. 1). Second, the position of the fiber in
relation to the opsin-expressing region will impact the area of
above threshold illumination. Third, while light penetration
can be estimated by established models, the highly heteroge-
neous brain tissue, in particular, the highly light scattering and
absorbent microvasculature can only be modeled up to a cer-
tain extent. Finally, for optical inhibition even more so than for
excitation, efficient inhibition of action potentials depends on
many physiological parameters like neuromodulation, the state
of the animal, membrane resistance, and synaptic inputs. This
inherently limits the accuracy of any approach assessing the
scope of optogenetic network modulation.

2. Recent development of MEA and opto-MEA neural interfaces.
The development of MEA progresses rapidly from only a

few recording sites to current CMOS-based high-density MEA
with up to 1028 recording sites [4]. In the future, the advance
of nanofabrication technology will help to generate new types
of MEA with a greater number of electrodes that are smaller
and less invasive [24, 25].

Multiple teams across the world have been developing
tools to make the combination of MEA recording and optical
stimulation more convenient. One approach has been to con-
fine light delivery in order to attain layer or region specific
optogenetic actuation [8]. Another approach has been to inte-
grate stimulation into recording devices [25].

3. Strategies to minimize the optically induced artifacts.
We observed optically induced artifacts in our LFP record-

ing independent of ArchT, brought about by photons
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interacting with electrons in the metallic recording probe,
termed Becquerel or photoelectric effect (PE), as already
reported by others [26, 27]. Several methods were proposed
to reduce PE on the LFP. Here, we propose to reduce the PE
by subtracting the LFP under pure light-on condition from the
whisker-evoked LFP with light-on condition (Fig. 9). Another
study used a band-stop filter method to reduce the light-
induced artifact in MEA recording. First, they compared the
difference of LFP frequency distribution with and without light
illumination. Afterwards, the LFP data was filtered by specific
filter settings that passed most unaltered frequencies but atte-
nuated those frequencies dominated by light illumination to
very low levels [28]. Besides using these mathematic methods
to reduce the PE on LFP recording, the new designed MEA
fabricated from transparent material [29, 30] or coated with
light-proof material [31] can be used to diminish the optically
induced artifacts.

4. Modeling of the optogenetic stimulation.
From early on the optogenetic community explored and

debated the spatial specificity of optogenetics [32]. While ini-
tial studies employed the Kubelka-Munk model, assuming a
conical spread, experimental data revealed that this approach
largely underestimates the lateral spread [17, 20]. Applying
more complex modeling approaches based on Monte Carlo
simulations led to rather ellipsoid geometries, better matching
experimental data [17, 33]. It has to be noted that anyhow due
to the aforementioned experimental variables, any assessment
can only provide order-of–magnitude estimations.

Using the Kubelka-Munk model of scattering in combina-
tion with a geometrical model and a histological assessment of
cell densities represents a very straightforward way to estimate
the number of cells potentially activated (or in our example
inhibited) by optogenetics. In the near future, the field of
optogenetic interrogation of circuits has to move from rather
mechanistic connectivity studies to approaches taking into
account the scope of optogenetic network modulation. There-
fore a generalization of this practice in the field would be
advisable, even more as network effects drastically depend on
the architecture of the respective cortical circuits.
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Chapter 9

Concepts of All-Optical Physiology

Jan Doering, Ting Fu, Isabelle Arnoux, and Albrecht Stroh

Abstract

All-optical physiology represents a methodological approach using light for both readout from and
manipulation of individual neurons. This approach paves the way for a true, causal analysis of neuronal
activity with single-cell and single action potential resolution and is therefore highly desirable for the
investigation of neural networks. The following chapter addresses the general concepts of all-optical
interrogations by shedding light on all critical steps needed for these experiments: Calcium-sensitive probes
for readout, next-generation two-photon-excitable optogenetic actuators for manipulation and advanced
optics for efficient stimulation of and real-time readout from individual neurons. The chapter also provides a
step-by-step protocol on an all-optical strategy using an optical parametric oscillator (OPO) for photo-
stimulation of opsin-expressing cells alongside simultaneous two-photon calcium imaging.

Key words All-optical, Two-photon optogenetics, Optical parametric oscillator, Synthetic and genet-
ically encoded calcium indicators, Optogenetic stimulation paradigms

1 Introduction

The key concept of all-optical physiology in the nervous system is
to use light for both readout and manipulation of neuronal activity
[1, 2]. The main advantage of optical methods is evident: Neurons
from genetically defined cell populations can be specifically targeted
in a non-invasive way with different wavelengths for recording and
stimulation [3–6]. Several achievements in neuroscience brought
all-optical physiology in rodents within reach: With the develop-
ment of fluorescent calcium indicators in 1980 the group of the late
Robert Tsien [7] devised an optical method for detection of neu-
ronal activity, which was rapidly adopted by many laboratories all
over the world. Around a decade later the establishment of two-
photon (2-P) laser scanning microscopy by the group of Winfried
Denk [8, 9] revolutionized brain imaging techniques and allowed
imaging with single-cell resolution in highly diffracting brain tissue
well beyond the typical effective imaging depth amenable with
confocal microscopy of about 100 μm. In 2003 Arthur Konnerth
and colleagues [10] combined the two methods, achieving in vivo
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2-P calcium imaging of neuronal microcircuits, typically in mouse
cortex layer II/III at an imaging depth of 200–400 μm, paving the
way to an optical detection of single action potentials in the intact
circuitry of living animals. As the group of Karl Deisseroth intro-
duced the first optogenetic actuators in 2005 and made it possible
to optically manipulate the activity of genetically defined individual
neurons [11], all-optical physiology seemed within reach. Still, to
achieve all-optical interrogations of neurons the combination of
both, in vivo 2-P calcium imaging and optogenetics, had to be
accomplished.

An all-optical approach requires determining a suitable probe/
sensor couple for experimentation [2]. Recently, the diversity of
available optogenetic actuators has considerably expanded but yet
only few of them are suitable for 2-P excitation essential for achiev-
ing spatially localized excitation with single-cell resolution deep
in the brain tissue (see also Chap. 10).

2 General Concepts of All-Optical Physiology

All-optical approaches face unique challenges: Optogenetic actua-
tors are driven by strong light intensities for reliable and fast activa-
tion several orders of magnitude higher than intensities for
excitation of calcium indicators [12]. This allows for the use of
opsin/detector pairs driven by the same (one-photon /1-P) excita-
tion wavelength, such as Oregon Green 488 BAPTA-1 (OGB-1)/
GCaMP and Channelrhodopsin-2 (ChR2), as the low intensities
used for exciting the indicator will typically not suffice to activate
the opsin. The high light intensities of the optogenetic pulse,
ranging at >10 mW/mm2—compared to 0.01 mW/mm2 for exci-
tation of calcium indicators, e.g., using optic fibers—will cause
strong excitation of the calcium indicator with corresponding
strong emission and thus lead to optical artifacts or even detector
saturation, as the emission wavelength cannot be blocked, as it
contains the signal of interest. And even in the case of an opsin/
indicator pair with non-overlapping spectra, the induction of auto-
fluorescence of the tissue during the high-intensity pulse can gen-
erate a large artifact resulting in data loss during the critical
photostimulation period [13, 14]. However, 1-P based all-optical
approaches can be meaningfully employed using, e.g. OGB-1/
ChR2 pairs, if the neuronal response of interest is temporally
delayed such as in the case of slow oscillation-associated calcium
waves [15]. Also, the optic artifact can be subtracted from the data
revealing underlying neuronal responses [16]. But still, the strong
light pulses may lead to fast bleaching of the calcium dye [17].
Practically it also remains challenging to achieve strong expression
of both sensor and actuator in the same neurons. Acute loading of
synthetic calcium indicators into previously virus-injected animals
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can be tedious and allows for only one imaging experiment per
animal (see Sect. 3.2), whereas co-expression of actuator and indi-
cator requires precise titration to achieve functional expression of
both genes. In a pioneering study, the group of Loren L. Looger
[17] devised two fusion proteins, one red-shifted actuator with a
green-shifted sensor and one blue-shifted actuator with a red-
shifted sensor, allowing equimolar co-expression of both proteins.
In cultured cells spectral overlap was reduced for the blue/green
actuator/sensor-couple [17].

2.1 Two-Photon-

Based Approaches of

All-Optical Physiology

2-P-based approaches for simultaneous imaging and optogenetics
have the potential to overcome most of the aforementioned pro-
blems faced by 1-P stimulation. As only a small focal volume is
excited and infrared wavelengths are used, autofluorescence is low.
In addition, true single-cell specificity of optogenetic stimulation
can be achieved. ChR2, a light-gated ion channel, was the first
opsin successfully activated by 2-P stimulation, leading to neuronal
spiking [18]. In this pioneering study, the excitation of ChR2 by 2-
P laser pulses was sufficient to reach firing threshold in vitro in
cultured neurons. But, long pixel dwell times and the necessity of
specific scan trajectories such as spiral scans prevented the wide
spread use of ChR2-based all-optical approaches. In addition, the
spectral overlap, while less problematic than in 1-P approaches (see
above), prevented the combination with themost efficient reporters
of neuronal activity such as OGB-1 and GCaMP6. However, blue-
light activated channelrhodopsins with suitable properties for 2-P
excitation may be used in combination with red calcium indicators
such as R-CaMP2 [19] or Cal-590 [20]. Future studies may include
newly developed blue-light-activated opsins such as Chronos [21]
and CatCh [22]. Recently, the 2-P stimulation of Chronos and
ReaChR have been performed in vitro by holographic illumination
[23, 24] (see Chap. 10). Chronos and ReaChR exihibit fast kinetics
and high photocurrents upon 2-P illumination evoking spikes with
sub-millisecond precision and allowing for repeated firing up to
100 Hz (Chronos) and 35 Hz (ReaChR). The use of Chronos and
ReaChR is therefore promising for truly mimicking endogenous
microcircuit activity.

To allow for the use of currently most efficient blue-light-
activated calcium sensors, mutations of the C1V1 family have
been performed to obtain red-light-activated C1V1 variants
(C1V1T and C1V1T/T) with larger photocurrents than ChR2 [4].
The 2-P activation of C1V1 variants successfully elicited spikes in
culture, in slices, and in vivo, without the need for specific trajec-
tories such as spiral scans. Interestingly, whole-cell recordings of
neurons expressing the C1V1T/T variant indicated that they are
able to drive action potentials at high frequencies (up to 40 Hz)
[4]. This development resulted in a breakthrough for 2-P-based
all-optical approaches in the mouse brain in vivo, pioneered by the
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group of Michael Haeusser [6]. In this study, optogenetic activa-
tion of selected neuronal ensembles in mouse somatosensory cor-
tex by using sculpted light had been combined with simultaneous
resonant-based 2-P calcium imaging during different behav-
ioral states. A spatial light modulator split the beam into multiple,
individual beamlets targeting several cells simultaneously. The
group of David Tank [5] used two 2-P light sources, one for
photostimulation at 1064 nm to achieve fast perturbation of mul-
tiple hippocampal CA1 pyramidal neurons during spatial navigation
through a virtual reality environment, while using the other one at
920 nm for simultaneous large-scale 2-P calcium imaging of net-
work activity. Applying temporal focusing [25], fast photostimula-
tion of multiple cells could be achieved.

On the 2-P stimulation of inhibitory opsins, at this point, only
proof-of-principle studies exist for Arch3.0-expressing neurons.
Raster scans yielded prolonged outward currents inhibiting neuro-
nal spiking generated by current injection in vitro [4]. However,
this 2-P excitable archaerhodopsin has not yet been applied in all-
optical experiments. Other promising red-light-activated opsins,
such as eNpHR3.0 [26] and Jaw [27], and the blue-light-activated
chloride-conducting channelrhodopsin (ChloC) [28] have not
been tested with regard to 2-P and all-optical experiments yet.

Here, we describe the basic procedures for combining in vivo
high-speed 2-P calcium imaging with optogenetics by coexpressing
the red-shifted opsin C1V1T/T and the genetically encoded cal-
cium indicator (GECI) GCaMP6f in the same population of neu-
rons in layer II/III of mouse visual cortex. Implementing an
Optical Parametric Oscillator (OPO) into a custom-made 2-P
microscope system allows cross-talk-free photo-activation of multi-
ple neurons at single-cell level in the far-infrared (>1100 nm)
alongside calcium imaging at 925 nm. In this method-centered
chapter, we will discuss tried and tested strategies and provide
troubleshooting advice in Sect. 4.

2.2 Technical

Implementation

Standard 2-P systems are usually based on Ti:Sa lasers, delivering
light in the spectral range between 680 and 1060 nm. This limita-
tion poses two problems with regard to biomedical imaging
research: First, most dyes and fluorescent proteins excited by red
1-P wavelengths are only 2-P excitable at far infrared wavelengths
(>1000 nm) difficult to achieve with Ti:Sa lasers. Second, the
implementation of an all-optical strategy requires high density
light pulses for a sufficient photo-activation of the opsin and a
simultaneous illumination for monitoring network activity. With a
standard 2-P microscope the light pulses for optogenetic stimula-
tion would disturb imaging due to spectral overlap with imaging
wavelengths ranging from 800 nm (e.g., OGB-1) to 925 nm (e.g.,
GCaMP6f).
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An optical parametric oscillator (OPO) (Fig. 1a) might over-
come this limitations. It is a passive device pumped by a mode-
locked Ti:Sa laser consisting of a laser resonator and a nonlinear
optical crystal. It needs constant pumping by the Ti:Sa laser to
convert the input Ti:Sa light wave ranging from 700 nm to
880 nm with defined frequency into two tunable output waves
with lower frequencies between 1000 nm and 1600 nm (Fig. 1b).
The output waves are termed signal and idler, which energetically
add up to the original pumping wavelength [29]. All in all an OPO
converts the short Ti:Sa light into light with longer wavelengths.
This makes an OPO a very valuable light source in biomedical
research, being used for laser spectroscopy [30] and 2-P laser
scanning microscopy (TPLSM) [31]. For the latter the OPO
enables the 2-P excitation of red fluorophores [32], and spectral
separation when applying two fluorophores, e.g., eGFP and
mCherry [33]. It increases imaging depth, improves second har-
monic generation and significantly reduces phototoxicity and
photobleaching compared to with conventional TPLSM [32, 34].

However, in addition to avoiding spectral overlap, another
important technical aspect needs to be considered: For fast imaging
of neuronal microcircuits enabling single-action potential resolu-
tion, the use of resonant scanners became standard in the field
(Fig. 1c). These resonant scanners provide full-field sampling
rates of 30 Hz, ideally suited for microcircuit imaging. Yet, the
scanning frequency is fixed; consequently, the pixel dwell time is
fixed as well and relatively short (5 μs). In an all-optical experiment
using 2-P laser scanning microscopy (TPLSM) equipped only with
a single resonant scanner, the two 2-P wavelengths (e.g., 925 nm
for GCaMP6 and 1100 nm for C1V1TT) will be coupled to the
same resonant scanning mirror (Fig. 1c 1,2). The 925 nm beam will
be used for continuously scanning of the entire field of view, while
the 1100 nm beam will be used for ROI-based optogenetic modu-
lation, controlled by an electro-optical modulator (EOM). How-
ever, the short pixel dwell times might not suffice for an efficient
excitation of the opsin, particularly in vivo and in deeper layers of
the cortex. SLMs enable temporally decoupling of imaging and
stimulation (see above and Chap. 10). Here, an alternative approach
is highlighted; longer pixel dwell times and independent scanning
patterns are achievable by implementing two independent scanning
mirrors. In this configuration, only the 2-P beam used for imaging
(ranging between 800 and 925 nm) is coupled to the resonant
scanner, allowing for fast (30 Hz) full-field scanning. The second
OPO wavelength (>1100 nm) is coupled to an additional
galvanometric-scanner, allowing for spatiotemporal independent
region of interest (ROI)-based optogenetic modulation. In addi-
tion, in cases in which single-cell specificity in not required, two 1-P
lasers (488 nm, e.g. for excitation of ChR2 and 552 nm, e.g. for the
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Fig. 1 Technical Implementation of all-optical concepts. (a) Schematic of OPO, adapted from https://www.rp-
photonics.com/optical_parametric_ oscillators.html (b) Left: Typical OPO tuning range, right: typical OPO
output power, adapted from Chameleon compact OPO Manual by Coherent. (c) Schemes of 2-P microscope
setup, customized system from LaVision Biotec (Bielefeld, Germany) (1) OGB-1-Imaging and C1V1T/T-excita-
tion can be performed with one laser source. OPO is efficiently pumped by imaging wavelength of 800 nm, (2)
Additional second laser is necessary to perform GCaMP6f imaging at 925 nm and optogenetic stimulation of
C1V1 as the OPO cannot be efficiently pumped at 925 nm
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excitation of C1V1, Arch or NpHR) are coupled to this galvano-
metric scanner as well. Of course, the temporal and spatial indepen-
dence is restricted to the imaging plane.

However, current Ti:Sa-OPO configurations pose restrictions
on the possible range of wavelengths (Fig. 1b). While the emission
spectrum of the OPO in principle ranges between 1000 and
1600 nm, this is only achievable by specific pumping wavelengths
provided by the Ti:Sa. The spectrum of pumping wavelengths
between 740 nm and 880 nm, does not allow emission of the entire
tuning range (Fig. 1b left panel). Also, note that the light power of
OPO emission decreases with increasing wavelength (Fig. 1b right
panel), but the OPO still provides sufficient power for optogenetic
modulation even at highest wavelengths, as the power used for
efficient optogenetic stimulation ranges at 20–40 mW [6], well
below the minimal power of the OPO, even when considering an
additional loss of power in the optical path of about 30%.

Whether the restriction of the pumping/tuning range will
result in problems for all-optical approaches depends very much
on the opsin/indicator pair used:

(a) OGB-1/C1V1T/T

Using this indicator/opsin pair is amenable for the use of one
Ti:Sa/OPO combination for both, optogenetic stimulation and
calcium imaging, by splitting the beam path. Given the high
power of the Ti:Sa, typically ranging at 4 W, the Ti:Sa beam can
be split, using 20% for imaging at 800 nm and 80% for pumping of
the OPO. The optimal excitation wavelength of OGB-1 is 800 nm
and therefore within the range to effectively pump the OPO
(Fig. 1c 1) and tune it from 1000 to 1500 nm, covering almost
the entire emission spectrum of the OPO.

(b) GCaMP6/C1V1T/T

The increasingly popular GECI GCaMP6 cannot be efficiently
excited below 900 nm. While baseline fluorescence is still achiev-
able at 880 nm (Fig. 2a), the highest pumping value, no functional
transient can be recorded (Fig. 2b). The optimal excitation wave-
length of 925 nm is well outside the pumping range of the OPO
(Fig. 1b, left panel). Consequently, this approach needs the imple-
mentation of a second Ti:Sa laser, resulting in two independently
tunable beams, one for imaging, allowing full Ti:Sa spectrum, and
one for optogenetic stimulation, allowing full OPO spectrum.

2.3 Functional

Assessment of Opsin

Expression

The first step of experimental design of an all-optical experiment
represents the choice of a suitable opsin [35] (Chaps. 1–3, 10) for
2-P optogenetics. While as mentioned above, new 2-P excitable
opsins are emerging, here, we describe the experimental procedure
for C1V1T/T [36], a red-shifted mutant of ChR2 [11]. Using viral
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gene transfer, we injected the opsin-carrying adeno-associated virus
(AAV) through a small craniotomy in mouse visual cortex. Two
weeks after stereotactic injection confocal microscopy revealed
strong membrane-bound expression in layer II/III and layer V/
VI of the mouse visual cortex, whereas cells in layer IV hardly
expressed C1V1T/T (Fig. 3a, b). Besides this morphological analy-
sis, we tested the functionality of this opsin using an optic fiber for
stimulation combined with local field potential (LFP) readout [15].

Fig. 2 2-P imaging of GCaMP6f at different Ti:Sa wavelengths (880 vs 925 nm) in mouse visual cortex. Reliable
detection of spontaneous calcium transients at 925 or 920 nm, at lower wavelengths (860 or 880 nm) no clear
functional transients can be identified
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Fig. 3 Functional expression of opsin C1V1T/T. (a) Confocal images revealing smooth membrane bound
C1V1T/T expression in mouse cortex, cortical layers are indicated. (b) Densities of C1V1T/T-expressing cells
in cortical layers II/III, IV, and V/VI, data from five brain slices (70 μm), 416 cells. (c) Light power density (mW/
mm2) versus amplitude (V) of LFP response upon light stimulation of C1V1T/T expressing cortical neurons.
(d) Averages of LFP responses (n ¼ 29 experiments) upon optogenetic stimulation using an optic fiber
(552 nm) at varying light intensities. (e) Individual responses upon 15 Hz stimulation trains



This easy way to implement a functional readout is highly useful for
establishing light intensities effectively activating the opsin. As
delineated, the light intensities applied demonstrate a roughly lin-
ear relationship between amplitude of LFP deflection and light
intensity (Fig. 3c), for low light intensities. C1V1T/T (τoff ¼ 40 ms
[4]), responded to every stimulus applied up to 15 Hz (Fig. 3e).

2.4 Synthetic vs.

Genetically Encoded

Calcium Indicators

Fluorescent calcium indicators are molecular sensors reacting on
changes of the cytoplasmatic free calcium concentration with a
change in fluorescence [37]. They possess at least one calcium
binding site and a fluorophore. In neurons, firing of action poten-
tials leads to an opening of voltage gated calcium channels (VGCC)
and consequently to fast and sharp elevation of cytoplasmatic cal-
cium concentration [38]. Fluorescent calcium indicators can there-
fore be used to monitor suprathreshold neuronal activity. Freely
diffusible calcium ions are in equilibrium with the calcium ions
bound to endogenous calcium buffers like parvalbumin,
calbindin-D28k and calretinin [39]. The fact that calcium indicators
act as exogenous calcium buffers adding up to the buffering capacity
of endogenous proteins should be kept in mind, as the cytosolic
calcium equilibrium and cellular calcium dynamics will be impacted
and this might have an influence on cellular function [40].

Calcium indicators are available with low and high affinities to
calcium. The affinity is described by their dissociation constant Kd,
corresponding to the concentration of calcium at which half of the
indicator molecules have bound to calcium [41]. Kd is impacted by
parameters such as pH, temperature or concentration of other ions
and can differ, e.g., in vivo or in vitro conditions [41]. Low-affinity
calcium indicators add only small buffering capacity and reflect
particularly the decrease of calcium concentrations temporally
more accurately. In noisy in vivo conditions high-affinity calcium
indicators are first choice due to better sensitivity, reflecting the
increase in intracellular calcium upon, e.g. action potential-
mediated opening of voltage-gated calcium channels with a tempo-
ral jitter of only a few milliseconds [38]. However, the fast decrease
of intracellular calcium due to the re-uptake into intracellular cal-
cium stores is not temporally precisely reflected by the fluorescence
changes of the indicator due to its high affinity. Therefore, the off-
kinetics of a functional calcium transient cannot be interpreted as
mirroring the kinetics of the decrease in intracellular calcium con-
centration, but rather governed by the off-kinetics of the indicator
itself. This fact also limits the effective temporal resolution of the
indicator in terms of the maximal frequency of action potentials
which can be resolved. While typical sparse activity patterns of, e.g.,
excitatory cortical neurons can be nicely recognized as individual
calcium transients by both GCaMP6 and OGB-1, fast spiking
patterns of interneurons will lead to indicator saturation.
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Fluorescent calcium indicators are divided into two groups:
synthetic—or chemical—calcium indicators and GECIs. Synthetic
calcium indicators consist of a calcium-sensitive chelator and a
fluorophore. In a pioneering study Roger Tsien et al. [37] devel-
oped the synthetic calcium indicator fura-2 based on the calcium
selective chelator EGTA. Intramolecular conformational changes
are induced by the binding of calcium and lead to changes in
fluorescence emission. The synthetic calcium indicator introduced
here, OGB-1, is based on the calcium chelator BAPTA. The excita-
tion peak of OGB-1 in the blue spectrum ranges at 488 nm, the
emission peak in the green spectrum at approximately 520 nm [41].
It can be very efficiently excited by femtosecond 2-P pulses at
800 nm [41] and has therefore been used in numerous studies in
vivo [10, 42].

GECIs consist of one or two fluorescent proteins and a calcium
binding domain [43]. The currently most widely used single fluor-
ophore GECIs is the GCaMP-family. Particularly its newest gener-
ation, GCaMP6, has become tremendously popular in 2-P
imaging, as for the first time, it exhibits similar, if not superior
properties as synthetic calcium indicators such as OGB-1 in terms
of sensitivity and signal to noise ratio, allowing for the identification
of single action potentials in vivo. GCaMP is comprised of the
circular permutated green fluorescent protein cpEGFP, the calcium
binding protein calmodulin and the calmodulin-interacting M13
peptide [44]. Increased calcium binding due to elevated intracellu-
lar calcium concentrations lead to interactions between calmodulin
and M13, resulting in conformational changes causing an increase
in fluorescence emission [44, 45]. As red-shifted optogenetic
actuators are to some extend also activated by wavelength used
for GCaMP imaging due to their blue shoulder [17], red-shifted
GECIs such as R-GECO1 [46] or R-CaMP [17] would be advan-
tageous. The latter showed less spectral overlap when combined
with blue light excited ChR2 inC. elegans [17]. Second-generation
R-CaMP2 with improved action-potential detection and fast kinet-
ics are available by now and have been successfully used for all-
optical experiments in C. elegans [20], but they have yet to prove
the same sensitivity as GCaMP6 for 2-P imaging in rodent brain.
Two fluorophore GECIs are based on Förster resonance energy
transfer (FRET) from an excited donor to an acceptor fluorophore.
Upon calcium binding to a calcium-sensitive domain (mainly cal-
modulin or troponin c) conformational changes enhanced by a
conformational actuator (e.g., M13) reduce spatial distance
between donor and acceptor fluorescence and FRET enables the
excitation of the acceptor fluorophore [47]. Due to their radiomet-
ric properties two-fluorophore GECIs more accurately detect cal-
cium changes at least using 1-P excitation, but due to the wider,
overlapping 2-P excitation spectra, and the two fluorophores
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covering large spectral bandwidth, application in the context of 2-P
all-optical experiments seems not advisable.

In contrast to fluorescent calcium indicators, bioluminescent
proteins such as aequorin [48] do not depend on external excitation
light and thus avoid common imaging problems such as photo-
bleaching, phototoxicity or autofluorescence [49]. Moreover in
combination with optogenetic actuators, they prevent an unin-
tended stimulation of the actuator by imaging wavelengths [50].
Until now bioluminescent proteins have been limited by different
drawbacks like low quantum yield, few color variants and problems
in dye delivery or protein stability [50]. Recently developed biolu-
minescent proteins such as multicolor Nano-Lanterns [50] over-
come important drawbacks and might open up an alternative
approach to all-optical physiology.

Here, we show the principles of all-optical experiments
using two different calcium indicators: OGB-1 and GECI
GCaMP6f.

3 Methodological Implementation

For acute OGB-1 experiments, 2 weeks prior to calcium imaging,
we injected the opsin-encoding virus stereotactically in the mouse
visual cortex through a small craniotomy. For imaging, we then
drilled a cranial window and injected OGB-1 AM via multi-cell
bolus loading technique [51] acutely into virus infected area.
Using fast resonant scanning at 800 nm spontaneous supra-
threshold activity of microcircuits with more than 200 neurons
could be detected, with a temporal resolution of 35ms (customized
2-P microscope, LaVision BioTec, Bielefled, Germany). However,
only few neurons expressed both C1V1T/T and were stained with
OGB-1 (Fig. 4a). Injecting OGB-1 exactly in the C1V1T/T
infected area is challenging under in vivo conditions without hitting
blood vessels during the injection of the calcium dye. In addition,
the tissue had already been impacted by the injection of the opsin-
carrying virus earlier and in particular the preparation of an acute
window in the region previously subjected to craniotomy for virus
injection often times led to bleeding: the dura mater regularly
attached to the cranium, which made it almost impossible to
avoid bleeding, when flipping the cranial window open. A potential
solution of this would be not to inject perpendicular to the dura,
but with a rather shallow angle, so that the parenchyma dorsal of
the opsin-expressing region is not affected. While this approach is
generally advisable for all opsin injections, here, it did not solve the
aforementioned disadvantage of combining a synthetic indicator
and virus injections, as still the area of injection and expression
needs to be perfectly matched, and the rather large opening
required for imaging still contained the location of the craniotomy.
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Employing a GECI in combination with a chronic window
implantation allows for a single surgery, avoiding the aforemen-
tioned complications, and would in our view be advantageous. For
these all-optical experiments, we prepared a virus mix containing
AAVs encoding for C1V1T/T and GCaMP6f, ideally resulting in

Fig. 4 2-P imaging of OGB-1/C1V1T/T in vivo and co-expression ratio of GCaMP6f/C1V1T/T. (a) Optogenetic full-
field OPO-stimulation of C1V1T/T-mCherry expressing neurons (red) at 1100 nm during simultaneous 2-P
calcium imaging of OGB-1 stained cells at 800 nm. A fraction of C1V1T/T expressing neurons are stained with
the calcium indicator. (b) Confocal micrographs of C1V1T/T and GCaMP6f co-expressing neurons (yellow
arrow), solely GCaMP6f expressing neurons are indicated with a green, and solely C1V1T/T-mCherry with a red
arrow. (c) Left: Density of C1V1T/T expressing cells in different cortical layers of mouse visual cortex, Middle:
Density of co-expressing cells in different cortical layers, Right: Relative fraction of co-expressing cells in
different cortical layers, data from five brain slices (70 μm), 175 cells
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strong co-expression of both proteins in the same neurons. How-
ever, now, the titers of both viruses needed to be carefully titrated,
keeping in mind that both proteins, the indicator and the opsin,
need to be expressed in high copy numbers for an all-optical
experiment to work (Fig 4b,c). Finding the right titer for an
adequate level of co-expression can be tedious, as too high titers
lead to cytotoxicity (see Chap. 8).

We employed AAVs encoding for GCaMP6f under the control
of the neuronal hSYN-promoter [52] (seeChaps. 1 and 2), while we
specifically targeted excitatory neurons using the CamKII-
promoter [53] controlling C1V1T/T expression. We prepared a
chronic window at the region of the mouse primary visual cor-
tex (V1) and could repeatedly image a local microcircuit in layer
II/III of V1 over several weeks. However, the optimal wavelength
to excite GCaMP6f peaks at 925 nm (see Fig. 2), well outside of the
Ti:Sa pumping range for the OPO (see Fig. 1b). As a consequence,
we needed to integrate a second Ti:Sa laser to achieve to indepen-
dently tunable light beams. One Ti:Sa laser was dedicated for
GCaMP imaging and the other one for optogenetic C1V1T/T
stimulation (Fig. 1c).

The protocol delineated below highlights the approach to yield
co-expression of GECI and opsin in mouse cortex.

3.1 Stereotactic

Virus-Injections and

Chronic Window

Implantation

First, the animal should be well fixed in a stereotaxic frame, and pre-
operative analgesia should be administered. If inhalation anesthesia
is used, anesthetics should start with low dose and increased very
slowly until the animal is neither gasping nor shows pain reflexes
(see also Chaps. 8 and 13). The incision should be performed at the
midline sagittal suture. For chronic window implantation the entire
scalp and part of the neck muscles should be removed to allow the
cement to better attach to the cranium. A clean and dry surface of
the skull is very important for the adhesion of the cement. After
navigating to the corresponding coordinates for injection a small
craniotomy (acute injection) or a window-opening (chronic injec-
tion) is performed using a dental drill. Keep the tissue under the
opening moisturized with saline solution. Load the virus mix into
injection pipette devoid of air bubbles and slowly inject into the
brain at a rate around 0.2 μl/min. Withdraw the micropipette
slowly over several minutes to minimize upward flow of viral
solution.

After the injection, tissue and skull should be gently cleaned
with saline solution or PBS. Suture the scalp if no chronic window is
implemented. To create the chronic window place a coverslip
(slightly larger than the opening) on top of the moisturized
exposed tissue. Gently press the coverslip onto the skull and use
surgical glue (tip-loaded in a fine-tip-micropipette) to seal it.
Then carefully apply the cement with proper viscosity on the
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exposed dry skull carefully without covering neither the coverslip
nor the skin. If any holder is needed, insert it in the cement before it
dries out.

Apply post-operative analgesia and 5% glucose solution to aid
recovery via subcutaneous injection and let the animal recover in the
cage on a heating-plate (adjust around 37 �C) 1 h. Check the
animal every day.

3.2 Virus-Titration

and Coexpression

Intracranial injection of viral vectors has several technical advan-
tages over other labeling techniques (see Chaps. 1 and 2). The
injection parameters can be tailored to individual experiments by
adjusting location, volume and rate of injection, the age of the
animal, AAV serotype and the promoter driving gene expression.

Besides the injected volume, the virus titer is an important
factor to tightly regulate for achieving optimized expression levels
(see Figs. 4 and 5). If the virus titer is too high, toxicity and
compromised cellular physiology can arise (see Chap. 8). In con-
trast, if virus titer is too low, neither efficient optogenetic induction
of action potentials nor the identification of action potential-related
functional calcium transients can be achieved. Therefore, virus
titration is an indispensable procedure before starting an experi-
mental series. Depending on different characteristics of individual
viruses, as well as different requirements of each experiment, the
proper titer of virus for the injection can vary a lot.

3.3 Coexpression There are different approaches to achieve the coexpression of opto-
genetic probes and calcium indicators. One approach is to combine
opsins (e.g., C1V1T/T) expressed upon viral gene transfer and
acutely injected green synthetic calcium dyes (e.g., OGB-1 AM)
(Fig. 4a). In this case, the virus encoding for the opsin (e.g.,
C1V1T/T) should be injected into the brain first. Two weeks post
injection, the cranium will be reopened. The calcium dye will be
injected acutely into the opsin-expressing region. Using this
approach, titration of virus is relatively easy, as only the opsin
needs to be expressed, so the entire capacity of the neuron to
express exogenous proteins can be exploited, but significant chal-
lenges need to be overcome as mentioned above and below. For
approaches using two genetically encoded proteins for manipula-
tion (opsin) and monitoring (GECI), the titers of both need to be
carefully balanced, as the capacity of a neuron to express these
exogenous proteins without significantly impacting cellular physi-
ology is limited (Figs. 4 and 5). However, upon obtaining this
golden ratio, a co-expression of 40% of total expressing neurons
in the same brain region is easy to be obtained (Fig. 4c). Note, that
using current AAVs, only few neurons in layer IV can be transduced
(see also Chap. 8).
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Fig. 5 Histological assessment of titers for co-expression, and in vivo single-cell optogenetic stimulation of
C1V1T/T/GCaMP6f co-expressing neurons in mouse visual cortex. (a) Confocal images of four combinations of
different virus titers for C1V1T/T and GCaMP6f. (b) Selection of 6 regions of interests (ROIs) for OPO stimulation
in a line-scanning pattern, ROIs are placed on C1V1T/T (red) and GCaMP6f (green) co-expressing cells



3.4 Two-Photon

Stimulation Paradigm

Here, we stimulated multiple C1V1T/T expressing neurons individ-
ually by 2-P excitation using an OPO and recorded the response by
either simultaneous fast resonant 2-P calcium imaging or electro-
physiological recordings (LFP) (see Figs. 3 and 5). Up to 6 C1V1
expressing cells could be selected for sequential stimulation with
OPO excitation within an acceptable time of 50 ms. For that,
square ROIs (~20 � 20 μm) were placed onto the cells of interest
(Fig. 5b). Line scanning of each ROI was then performed with a
pixel size of 0.6 μm and a pixel-dwell time of 5 μs. These parameters
were established by Prakash et al. [4]. The stimulation of a duration
of 50 ms was performed every 10 s to allow for the recovery of the
peak current (see Chaps. 3, 5, and 13). The maximum power was
29.5 mW at 1100 nm. A subset of experiments was performed with
1-P full-field stimulation (552 nm) directed through the same
galvanometric scanner, using the same duration and frequency of
stimulation. The maximum power delivered was 2.5 mW.

4 Notes

1. Interference of the imaging wavelength with the spectral
activation-bandwidth of the actuator may lead to unintended
activation of the optogenetic actuator disabling the recording
of spontaneous baseline activity [54, 55]. To avoid this prob-
lem, use actuators and sensors with well-separated excitation
spectra.

2. By underfilling of the back aperture of the objective the tem-
poral resolution can be improved whilst increasing the focal
spot size and decreasing the number of positions scanned by
the beam [56].

3. State light intensities in mW/mm2, just stating light powers
(e.g., 7 mW laser power) does not allow for comparing differ-
ent modes of stimulation and setups.

4. Titrate light intensities using a simple-to-implement functional
readout, e.g., LFP. Make sure to stay in the linear section of the
dose-response curve (see [35]) to avoid unnecessary heating
and other light-induced artifacts such as the Bequerel effect (see
Chap. 8).

5. The events induced by opsin activation could significantly dif-
fer from those mediated by physiological inputs (see also Chap.
13). Several opsins can conduct for a rather long time even
though the excitation pulse is short depending on their off
kinetics (see also Chap. 3). For example, the opsins C1V1 and
VChR1 exhibit rather long off kinetics (156 and 133 ms,
respectively) [57]. A prolonged opening of channels is an
advantage for strong and efficient stimulation but passage of
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ions and membrane depolarization/hyperpolarization for such
long periods can evoke non-physiological events. Indeed, it is
questionable whether prolonged activation or inhibition of
neuronal activity mimics natural inputs.

5 Outlook

Depending on the respective research hypothesis, different
approaches to an all-optical experiment should be implemented.
Direct physical access to the brain through acute craniotomies
allows calcium-sensitive dye imaging to be easily combined with
different electrophysiological methods, such as electrical recording,
whole cell recording, electric LFP recordings [58], as well as local
pharmacological manipulation. Acute dye injections could also be
combined with viral-based expression of opsins. Yet this prepara-
tion poses the aforementioned challenges: several weeks after
recovery from virus injection, the cranium needs to be re-
opened and the scar tissue could cause a bleeding. In addition,
longitudinal experiments are not possible.

Chronic cranial window implantation allows for long-term,
high resolution imaging in various brain regions. A single surgical
procedure allows a variety of in vivo optical imaging techniques on a
single specimen over an extended period of time, potentially even
longer than one year [59]. External stimuli, as well as behavioral
training could also be implemented in anesthetized and awake
animals. However, light scattering caused by skull regrowth
occurred frequently. In addition, unlike OGB-1 yielding homoge-
nous staining of the microcircuit and linear relation of number of
action potentials and fluorescence emission, the expression of
GCaMP6f varies and a dense expression is difficult to achieve, also
the linearity between number of action potential and fluorescence
emission is not ensured, complicating quantitative analysis of activ-
ity levels. Moreover, once a window is attached, it is difficult to
regain access to the brain for cellular manipulations; however,
emerging techniques are being developed to combine chronic
imaging and direct cellular recordings or manipulation in larger
mammals [60, 61], and rodents [59, 62].

From the imaging side, due to the long pixel dwell times
needed for an efficient 2-P excitation of opsins, a combination of
fast resonant imaging and optogenetic manipulation using only one
resonant scanning mirror seems not to be advisable. For longer
dwell times the excitation beam needs to be temporally uncoupled
from the imaging beam. Here, we present an approach using two
independent mirrors, while the use of spatial light modulators
represents another promising approach, highlighted in Chap. 10.

In conclusion, all-optical interrogation of (cortical) microcir-
cuits opens up the possibility of a causal manipulation of individual
neurons in vivo and the simultaneous assessment of the response of
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the local circuit. However, while these experiments are achievable,
they pose significant technical and methodological challenges,
requiring dedicated hardware, elaborated co-expression schemes,
and seamless surgical manipulations. Future developments of novel
opsins optimized for efficient and fast 2-P excitation represent in
our view the next critical step needed for the broad implementation
of all-optical approaches.
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Chapter 10

Two-Photon Optogenetics by Computer-Generated
Holography

Eirini Papagiakoumou, Emiliano Ronzitti, I-Wen Chen, Marta Gajowa,
Alexis Picot, and Valentina Emiliani

Abstract

Light patterning through spatial light modulators, whether they modulate amplitude or phase, is gaining an
important place within optical methods used in neuroscience, especially for manipulating neuronal activity
with optogenetics. The ability to selectively direct light in specific neurons expressing an optogenetic
actuator, rather than in a large neuronal population within the microscope field of view, is now becoming
attractive for studies that require high spatiotemporal precision for perturbing neuronal activity in a
microcircuit. Computer-generated holography is a phase-modulation light patterning method providing
significant advantages in terms of spatial and temporal resolution of photostimulation. It provides flexible
three-dimensional light illumination schemes, easily reconfigurable, able to address a significant excitation
field simultaneously, and applicable to both visible or infrared light excitation. Its implementation com-
plexity depends on the level of accuracy that a certain application demands: Computer-generated hologra-
phy can stand alone or be combined with temporal focusing in two-photon excitation schemes, producing
depth-resolved excitation patterns robust to scattering. In this chapter, we present an overview of
computer-generated holography properties regarding spatiotemporal resolution and penetration depth,
and particularly focusing on its applications in optogenetics.

Key words Light patterning, Phase modulation, Spatial light modulator, Temporal focusing, Opto-
genetics, Opsin kinetics

1 Introduction

The coordinated activation of neuronal microcircuits is proposed to
regulate brain functioning in health and disease. A common
approach to investigate the mechanisms that reduce network com-
plexity is to outline microcircuits and infer their functional role by
selectively modulating them. Combined with suitable illumination
approaches, optogenetics offers today the possibility to achieve
such selective control with its ever-growing toolbox of reporters
and actuators.

Albrecht Stroh (ed.), Optogenetics: A Roadmap, Neuromethods, vol. 133,
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Wide-field single-photon (1P) illumination was the first
method employed to activate optogenetic actuators [1–8], and
continues to be widely used for neural circuit dissection [9, 10]
(see also Chap. 9). Using genetic tools, including viruses, Cre-
dependent systems, and transgenic lines to target optogenetic
actuators to neurons of interest (see Chaps. 1 and 2), investigators
have used wide-field illumination to dissect correlation and causal
interactions in neuronal subpopulations both in vitro [11–15] and
in vivo [13, 16–18]. With this approach, population specificity is
achieved through genetic targeting, and temporal resolution and
precision are only limited by the channels’ temporal kinetics and
cell properties (e.g., opsin expression level and membrane poten-
tial). Suitable combinations of opsins have also enabled indepen-
dent optical excitation of distinct cell populations [19]. The
primary drawback of wide-field illumination is that all opsin-
expressing neurons are stimulated simultaneously, and thus wide-
field schemes lack the temporal flexibility and spatial precision
necessary to mimic the spatiotemporal distribution of naturally
occurring microcircuits activity.

Replacing 1P visible light excitation with two-photon (2P) near
infrared light illumination enables improved axial resolution and
penetration depth [20]. However, the small single-channel con-
ductance of actuators such as ChR2 (40–80 fS; [21]), in combina-
tion with the low number of channels excitable within a femtoliter-
two-photon focal volume, makes it difficult to generate photocur-
rents strong enough to bring a neuron to firing threshold. This
challenge has prompted the development of 2P-stimulation
approaches that increase the excitation volume.

2P-stimulation approaches for optogenetics can be grouped in
two main categories: scanning and parallel excitation techniques.
2P laser scanning methods use galvanometric mirrors to quickly
scan a laser beam across several positions covering a single or
multiple cells [22–25] (see also Chap. 9). Parallel approaches enable
to simultaneously cover the surface of a single cell using a low-
numerical aperture (NA) beam [26], or multiple cells using
computer-generated holography [27–31] and generalized phase
contrast [32]. In this chapter, we will specifically focus on the
description of computer-generated holography and its application
to optogenetic neuronal control. A broader overview on the differ-
ent approaches for 2P optogenetics can be found in Refs. [33–36]
and Chap. 9.

2 Computer-Generated Holography

Originally proposed for generating multiple-trap optical tweezers
[37], the experimental scheme for computer-generated holography
(CGH) (Fig. 1a) consists in computing with a Fourier transform-
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based iterative algorithm [38] the interference pattern or phase-
hologram that back-propagating light from a defined target (input
image) will form with a reference beam, on a defined “diffractive”
plane. The computer-generated phase-hologram is converted into a
grey-scale image and then addressed to a liquid-crystal matrix
spatial light modulator (LC-SLM), placed at the diffractive plane.
In this way, each pixel of the phase-hologram controls, proportion-
ally to the analogous grey-scale-level, the voltage applied across the
corresponding pixel of the LC matrix such as the refractive index
and thus the phase of each pixel can be precisely modulated. As a
result, the calculated phase-hologram is converted into a pixelated
refractive screen and illumination of the screen with the laser beam
(or reference beam) will generate at the objective focal plane a light
pattern reproducing the desired template. This template can be any
kind of light distribution in two (2D) or three dimensions (3D),
ranging from diffraction-limited spots or spots of bigger sizes
(bigger surface) to arbitrary extended light patterns.

Precise manipulation of neuronal activity via holographic light
patterns requires an accurate control of the spatial colocalization
between the generated light pattern and the target. To do so, a few
years ago we proposed to generate the template for the calculation
of phase-holograms on the base of the fluorescence image [39].

Fig. 1 Computer-generated holography. (a) In CGH an arbitrary light distribution (target) is used as the input
source to a Fourier transform-based iterative algorithm to calculate the interference pattern or phase
hologram, that after interfering with the reference beam (laser) at the diffraction plane would reproduce the
target at the imaging plane. The calculated phase hologram is addressed to a liquid-crystal spatial light
modulator (LC-SLM). The reference beam plane, after diffraction through the LC-SLM, will generate at the
objective focal plane a light distribution (illumination pattern) reproducing the original target shape. (b) For
precise light stimulation, the whole fluorescence image or a defined region of interest can be used to select
the excitation targets that will be sent to the iterative algorithm for producing the corresponding phase
hologram
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Briefly, a fluorescence image of the preparation is recorded and used
to draw the excitation pattern. In this way it is possible to generate a
holographic laser pattern reproducing the fluorescence image or a
user defined region of interest (Fig. 1b) [33, 40].

In CGH, the pixel size and number of pixels of the LC-SLM
define the lateral and axial field of excitation (FOE). The maximum
lateral FOE, FOExy, is given by [41–43]:

FOExy ¼ ΔX � ΔY ¼ 2 � λf eq

2dn

� �
� 2 � λf eq

2dn

� �
, ð1Þ

where λ is the excitation wavelength, d the LC-SLM pixel size, n is
the medium refractive index, and feq is the equivalent focal lens
including all the lenses located between the LC-SLM and the
sample plane (see Note 1).

Within this region, the diffraction efficiency, δ(x, y), defined as
the intensity ratio of the incoming to the diffracted beam, depends
on the lateral spot position coordinates, x, y:
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with b being a proportionality factor considering the frontal win-
dow LC-SLM reflectivity. Consequently, δ(x, y) reaches its maxi-
mum value at the center of the FOExy and the minimum one at the
borders of the FOExy. Existing LC-SLM devices permit nowadays
to reach diffraction efficiency values of �95% at the center and
~38% at the border, which are the values close to the limit imposed
by theory. The remaining light is distributed among the higher
diffraction orders and an un-diffracted component, so-called
zero-order, resulting in a tightly focused spot at the center of the
FOE. Depending on the applied phase profile, the intensity of the
zero-order spot can reach 25% of the input light. This value can be
reduced down to 2–5%, regardless of the projected hologram, by
performing ad hoc pre-compensation of the LC-SLM phase pixel
values [44]. The focused zero-order spot can be removed from the
FOE by adding a block or diaphragm at a plane conjugated to the
sample plane [45, 46]. Nevertheless, this limits the accessible FOE.
Alternatively, the intensity of the zero-order component can be
strongly reduced by using a cylindrical lens placed in front of the
LC-SLM, which stretches the zero order into a line [47]. A phase
hologram compensating the cylindrical lens effect is then addressed
onto the LC-SLM in addition to the original phase hologram
generating the target spot, so that the holographic-pattern-shape
is restored (Fig. 2) (see Note 2). Importantly, the use of cylindrical
lenses enables suppressing excitation from the zero-order compo-
nent in the FOExy without using intermediate blocks, thus having
access to the entire FOE..
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Intensity inhomogeneities due to diffraction efficiency are a
limiting factor for applications requiring lateral displacing of a
single spot or multiple spots within the FOE. Therefore, we have
proposed approaches that compensate those inhomogeneities for
keeping the spot intensity constant independently on the lateral
position. In the case of single spot generation, a homogenization of
light distribution can be achieved by projecting one or multiple
spots outside the FOExy and tuning their brightness or size to
compensate the intensity loss due to the diffraction efficiency
curve. Thus, a constant intensity value in the excitation spot is
maintained for each position of the FOExy. The extra spots can be
blocked by adding an external diaphragm placed at an intermediate
imaging plane of the optical system, conjugated to the sample plane
[43]. For multispot excitation, one can use graded input images in
order to generate brighter spots into regions in the border of the
FOE, where the diffraction efficiency is lower, and dimmer spots
into the central part of the FOE, where diffraction efficiency is
higher [43, 48, 49] (Fig. 3). Graded input patterns can also be
used to compensate for sample inhomogeneity. For example they
can be applied to equalize photocurrents from cells with different
expression levels [48].

Fig. 2 Zero order removal by using cylindrical lenses. Comparison between a computer-generated holographic
image of the Eiffel Tower (a) without and (b) with a single 1-m cylindrical lens, aberrating the zero order in the
optical path. (c) 2P normalized fluorescence intensity (NFI) profiles along the lines drawn in (a), red, and (b),
blue. Dotted lines represent the signal of solid lines multiplied by 10 for better view. (d) Phase mask
reproducing the image of the Eiffel Tower at the focal plane of the objective, calculated with a Gerchberg-
Saxton-type algorithm. (e) Conjugated cylindrical Fresnel lens hologram added to the one of (d) for aberration
compensation. (f) Final corrected phase mask addressed to the SLM. Reproduced from Ref. [47]
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CGHpattern generation also suffers from “speckle”, i.e., unde-
sired intensity variations of high spatial frequency, within the same
spot. This is an intrinsic limitation of CGH and it is due to phase
discontinuities at the sample plane inherent to the Gerchberg-
Saxton algorithm [38], the most commonly used Fourier
transform-based iterative algorithm. Speckle fluctuations reach
20% in 1P and 50% in 2P CGH implementations. Different
approaches have been proposed to reduce or eliminate speckles,
each with its advantages and limitations. Temporally averaging of
speckle-patterns can be achieved by mechanical rotating a diffuser
[50] or by generating multiple shifted versions of a single hologram
[51]. Also smoother intensity profiles can be created by ad hoc

Fig. 3 Diffraction efficiency compensation. (a) A graded input image to the iterative algorithm is used to
equalize the light distribution across multiple spots (10 μm in diameter) generated on regions of different
diffraction efficiency. (b) The corresponding light distribution is visualized by illuminating a uniform rhodamine
fluorescent layer and by collecting the fluorescence on a CCD camera. Scale bar 30 μm. (c) Histogram of the
normalized average intensity on the spots shown in (b). Intensity is averaged over the area of the spots.
Intensity variations among the spots are of the order of 9%
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algorithms that remove phase vortices in the holographic phase
mask [52]. Alternatively, the interferometric method, generalized
phase contrast (GPC) (see Note 3) [53], generates speckle-free 2D
extended shapes with adequate precision, e.g., to precisely repro-
duce the shape of a thin dendritic process [32]. Recently, research-
ers showed that GPC can be also extended to 3D by combining it
with CGH, an approach called Holo-GPC [54]. In that case, a
holographic phase mask is used to multiplex a GPC pattern in
different lateral or axial positions.

2.1 Spatial

Resolution

In general, the lateral spatial resolution of an optical microscope is
defined on the basis of the maximum spatial frequency that can be
transferred through the focusing objective. That is related to the
maximum angle of convergence of the illumination rays, i.e., to the
objective angular aperture. Consequently, in CGH the smallest
obtainable illumination pattern is a diffraction-limited Gaussian
spot whose full width at half maximum (FWHM) is equal to
Δx � λ/NAeff, where NAeff is the effective numerical aperture
(with NAeff < NA for an under-filled pupil). Conjointly with the
concept of resolution, it is useful to introduce the notion of spatial
localization accuracy, i.e. the precision to target a certain position at
the sample plane [55]. This is ultimately related to the minimum
displacement, Δδmin, of the illumination spot that is possible to
achieve by spatially modulating the phase of the incoming light
beam. In particular, an illumination spot can be laterally shifted by a
certain step Δδ by applying at the objective back aperture a prism-
like phase modulation of slope α � Δδ/fobj, where fobj is the objec-
tive focal length. The spatial localization accuracy therefore
depends on the SLM capability to approximate a prism-like phase
shift [55]. This ultimately is limited by the number of pixels, N,
and grey levels, g, of the SLM. More precisely the theoretical upper
limit for the minimum step Δδmin is inversely proportional to N ∙ g
[55, 56].

In CGH, axial resolution scales linearly with the lateral spot size
and inversely with the objective numerical aperture (NA). Precisely,
defining as s the holographic spot radius and σ � λ= NA

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8∙ ln 2ð Þp� �

the speckle size, the 1P and 2P axial resolution is twice the axial
distance, Δz, at which the 2P intensity drops at 50% (FWHM),
where Δz is given by:

Δz sð Þ1P ¼ 2
ffiffiffi
3

p
zRσffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2 þ σ2
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with zR ¼ π·s2/2λ. This means that a spot size of, e.g., 10 μm in
diameter will correspond to an axial resolution of 14 μm using a
NA ¼ 0.9 objective and 2P illumination at 900 nm [57]. The
corresponding illumination volume has roughly the size of a cell
soma (yellow circle, Fig. 4a), thus enabling in principle optical
photostimulation with single-cell precision (Fig. 4a).

Two-Photon Optogenetics by Computer-Generated Holography 181



Optical stimulation with near cellular resolution was indeed
achieved in freely moving mice using 1P holographic stimulation
[58]. Briefly, holographic light patterning coupled to a fiber bundle
with a micro-objective at the end, was used to photostimulate and
monitor functional responses in cerebellar molecular layer inter-
neurons coexpressing a calcium indicator (GCaMP5-G) and an
opsin (ChR2-tdTomato) in freely behaving mice (Fig. 5). These
experiments proved optical photostimulation with near cellular res-
olution using sparse staining and sparse distribution of excitation
spots. However, a similar approach would not reach the same preci-
sion if applied for multisite photostimulation of a densely labeled
neuronal population as in this case the axial resolutionwould quickly
deteriorate both using 1P and 2P excitation (Fig. 4b).

A few years ago, we demonstrated that micrometer-size optical
sectioning independent of the lateral spot dimension [50] can be
achieved by combining CGH and GPC with temporal focusing.
Briefly, the technique of temporal focusing (TF), originally demon-
strated to perform wide-field 2P microscopy [59, 60], uses a dis-
persive grating to diffract the different frequencies comprising the
ultra-short excitation pulse toward different directions. The various
frequencies thus propagate toward the objective focal plane at
different angles, such that the pulse is temporally smeared above
and below the focal plane, which remains the only region irradiated
at peak powers efficient for 2P excitation.

The combination of TF with CGH is achieved by adding to the
conventional TF optical path a LC-SLM and a focusing lens (L1) so

Fig. 4 Axial propagation of holographic beams. Experimental y-z and x-y intensity cross-sections for
holographic beams generated to produce at the objective focal plane (a) a circular spot, or (b) multiple
spots of 10-μm diameter. y-z cross-section in (b) is shown along the white dash-dotted line. The yellow circle
in both panels approximates the size of a cell soma. Integrated intensity profiles of y-z cross-sections around
the circular spot (a) and in an area covering three spots (dashed yellow) of the multispot light configuration (b)
are shown on the top of the panels. For comparison, the full width at half maximum of the axial integrated
intensity profile of the single 10-μm spot is around 14 μm. Scale bars: 10 μm
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that the TF grating lies at the focal plane of L1 and is illuminated by
the holographic pattern. A second telescope, made by a second lens
(L2) and the objective, conjugates the TF plane with the sample
plane, thus enabling the generation of spatiotemporally focused
patterns (Fig. 6a). Notably, TF enables decoupling lateral and
axial resolution so that the same axial resolution is achieved inde-
pendently on the lateral extension of the excitation spot (Fig. 6b, c)
[50]. TF combined with low-NA Gaussian beams, GPC and CGH
has enabled efficient 2P optogenetic excitation with micrometer
axial resolution and millisecond temporal resolution both in vitro
and in vivo [23, 26, 27, 32].

Although wavefront shaping and TF enable precise sculpting of
the excitation volume, the ultimate spatial precision achievable for
2P optogenetics depends also on the opsin distribution within the
expressing neurons: opsins are efficiently trafficked to the mem-
brane of cell soma, as well as to dendrites and axons. Consequently,
illumination with a theoretically micrometer-sized focal volume

Fig. 5 Holographic photostimulation and functional imaging in freely behaving mice. (a) Schematic of the
holographic fiberscope composed of two illumination paths: one for photoactivation with CGH including a LC-
SLM, and a second for fluorescence imaging including a digital micromirror device (DMD). Backward
fluorescence was detected on a scientific complementary metal oxide semiconductor (sCMOS) camera.
Both paths were coupled to the sample using a fiber bundle attached to a micro-objective (MO). L Lens, BS
beam splitter, O microscope objective. (b) Left, Calcium signal triggered by photoactivation (blue line;
p ¼ 50 mW/mm2) with a 5-μm diameter holographic spot placed on the soma of a ChR2-expressing cell
recorded in a freely behaving mouse coexpressing GCaMP5-G and ChR2 in cerebellar molecular layer
interneurons (MLIs). Right, Structure illumination image recorded in a freely behaving mouse and showing
MLI somata and a portion of a dendrite (insert). Scale bar: 10 μm. (c) Top, The same photoactivation protocol
as in (a) was repeated every 30 s for 15 min (photostimulation power, 50 mW/mm2; imaging power, 0.28 mW/
mm2). Bottom, Expansion of the top trace showing that spontaneous activity frequently occurs between
evoked transients. Adapted from Ref. [58]
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could depolarize all cells whose processes (dendrites and axons)
cross the target excitation volume, even if their somata are located
micrometers away from the illumination spot (Fig. 7). This activa-
tion cross talk needs to be carefully considered, for example when
performing connectivity experiments, as it could prevent distin-
guishing if a postsynaptic response, recorded while
photostimulating a presynaptic cell, originates from a true connec-
tion between the two cells rather from direct stimulation of post-
synaptic dendrites or axons crossing the photostimulation volume.
Reaching a true cellular resolution for exciting densely labeled
samples requires combining optical focusing with molecular strate-
gies enabling confined opsin expression in restricted cell areas
(soma or axonal hillock) [49, 61].

Fig. 6 Computer-generated holography and temporal focusing. (a) Schematic representation of an experi-
mental setup combining CGH with TF. G grating, L1 and L2 lenses, BFP Back focal plane, FFP Front focal
plane. (b–c) Experimental y-z and x-y intensity cross-sections for temporally focused holographic beams
generated to produce at the objective focal plane a circular spot (b), or multiple spots of 10-μm diameter (c).
y-z cross-section in (c) is shown along the white dash-dotted line. Yellow circles approximate the size of a cell
soma. Integrated intensity profiles of y-z cross-sections around the circular spot (b) and in an area covering
three spots (dashed yellow) of the multispot light configuration (c) are shown on the top of the panels. For
comparison, the full width at half maximum of the axial integrated intensity profile of the single 10-μm spot is
around 9 μm. The axial confinement thanks to temporal focusing is well preserved, even when multiple spots
are projected close together. Scale bars: 10 μm
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2.2 Temporal

Resolution

Parallel light illumination enables simultaneous excitation of all
selected targets. The temporal resolution is therefore only limited
by the illumination time needed to evoke, e.g., an action potential
(AP), a detectable Ca2+ response or a defined behavioral change
[33, 34]. This ultimately depends on opsin conductance, virus
promoter, serotype, titer, kinetics parameters and excitation
power (see Chaps. 1–3). In the following we will specifically focus
on reviewing how the opsin kinetics parameters determine tempo-
ral resolution, temporal precision (temporal jitter) and AP spiking
rate.

Light illumination of an opsin-expressing cell with a hundred-
millisecond illumination pulse generates a characteristic photocur-
rent trace (Fig. 8a) where one can distinguish an activation, inacti-
vation and deactivation part, characterized by a temporal decay, τon,
τinact and τoff, respectively. The overall kinetics of the current, as well
as the peak-to-plateau ratio of current can be qualitatively well

Fig. 7 Two-photon holographic photostimulation of ReaChR-expressing cells in vivo. The opsin ReaChR was
expressed in neurons at layer 2/3 of mouse visual cortex via injection of the viral vector rAAV1-Ef1α-ReaChR-
P2A-tdTomato. Positive neurons expressing ReaChR (fluorescent cells in the 2P fluorescence image of the left
panel) in isoflurane-anesthetized mouse were photostimulated with a 12-μm diameter excitation spot and 5-
ms illumination duration at 0.15 mW/μm2 and λ ¼ 1030 nm (red shaded area in the right panel). Action
potentials were induced by holographic excitation of one positive cell soma (spot 1), whose membrane
potential was measured using 2P-guided whole-cell recording (trace 1). Sub-threshold or supra-threshold
activation was induced in the patched cell (trace 2–8) upon holographic excitation of spots targeting around its
soma (respective radial distance from spot 1 for spots 2–8: 12 μm, 12 μm, 24 μm, 12 μm, 67.6 μm, 40.4 μm,
35 μm), caused by exciting opsin-channels distributed into axon, proximal, and distal dendrites of the patched
neuron. Scale bar: 40 μm
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reproduced by using a 3- or 4-state model [62–66] (Fig. 8b), the
latter being more accurate to reproduce the bi-exponential decay of
the light-off current and the photocurrent voltage dependence
[63]. A qualitative value for the characteristic temporal decay, τon,
τinact and τoff, can be directly extracted by assuming a mono-
exponential process for the three transitions. In Table 1 we report
the values of τon (at saturation), τinact and τoff measured under 2P
holographic illumination of CHO (Chinese Hamster Ovary) cells

b

100 ms
a

τon
τinact

τoff

ACTIVATION  INACTIVATION  DEACTIVATION

Fig. 8 ChR2 photocurrent and photocycle. (a) Typical photocurrent trace of a CHO cell expressing ChR2 under
visible light illumination (1P excitation) for 100 ms. (b) Top, schematic of the three-state model with a closed/
ground state, an open state and a closed/desensitized state. Bottom, schematic of the four-state model with
two closed, and two open states. For a detailed description of the models see Ref. [66]

Table 1
Kinetics parameters for different opsins

Chronos CoChR ReaChR

τon (ms) 0.73 2.4 8

τinact (ms) 9.3 200 443

τoff (ms) 4.2 31 94

Chronos, CoChR, and ReaChR were expressed in Chinese Hamster Ovary (CHO) cells following the protocol described

in Refs. [27, 28]. Electrophysiological data were recorded 24—60 h after transfection using 2P (λ ¼ 950 nm, pulse

duration 4 s for ReaChR and CoChR and 1 s for Chronos; three trials at 1-min intervals holographic illumination at

variable power (from 0.05 to 1.1 mW/μm2). The current curves at saturation (defined as the power at which the peak
current reaches 90% of its maximum) where fitted using a mono-exponential decay for the three transitions: activation,

inactivation, and deactivation. The corresponding decay times, τon (ms), τoff (ms), τinact (ms), are reported in the table and

correspond to power close to saturation (0.86 mW/μm2, 0.54 mW/μm2, and 0.28 mW/μm2 for Chronos, CoChR, and
ReaChR, respectively (Emiliani Laboratory, unpublished data).
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expressing a fast (Chronos) [19], an intermediate (CoChR) [19]
and a slow (ReaChR) [67] opsin.

In practice, the efficient current integration obtained under
parallel photostimulation enables using photostimulation pulses
much shorter than the channel rise time therefore enabling
in vitro AP generation with millisecond temporal resolution and
sub-millisecond temporal jitter, independently on τon [28, 29, 49]
(Fig. 9a). Conversely, the value of τoff has a key role in limiting the
achievable spiking rate, as shown in Fig. 9b, where the in vitro spike
generation under 2P holographic illumination of interneurons
(layer 2/3 of visual cortex) expressing different opsins (Chronos,
ReaChR, CoChR) is reported. Fast opsins, such as Chronos,
enabled generation of light-evoked AP trains up to 100 Hz spiking
rate [29], while for ReaChR, with a ~50 times slower τoff, the light-
evoked firing rate was limited at ~35 Hz (~15 Hz for pyramidal
cells) [28]. Photostimulation of interneurons expressing CoChR,
which has an intermediate value of τoff (~30ms), could still generate

Fig. 9 Temporal resolution and spiking rate. (a) Light-elicited single-spike by 2P holographic illumination (spot
diameter: 15 μm; λ¼ 1030 nm) with short light illumination pulses (t¼ 2 ms) of Chronos (P¼ 0.09 mW/μm2),
CoChR (P¼ 0.1 mW/μm2; Emiliani Laboratory, unpublished data) and ReaChR (P¼ 0.07 mW/μm2) expressing
interneurons from layer 2/3 of the mouse visual cortex. (b) Light-driven firing fidelity in opsin-positive
interneurons by illuminating with a train of 10 light pulses, Chronos (t ¼ 2 ms; f ¼ 100 Hz; P ¼ 0.12 mW/
μm2), CoChR (t ¼ 3 ms; f ¼ 100 Hz; P ¼ 0.1 mW/μm2) and ReaChR (t ¼ 10 ms; f ¼ 40 Hz; P ¼ 0.04 mW/μ
m2). The first 4 pulses are zoomed in, in the insets. Chronos data are adapted from Ref. [29] and ReaChR data
are adapted from Ref. [28]
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light-evoked trains at 100 Hz but the temporal precision and
fidelity were progressively lost across the train.

Interestingly the efficient current integration achievable with
parallel holographic illumination enables reliable AP generation
with millisecond temporal resolution and sub-millisecond
precision using, at depths of ~100 μm, excitation densities less
than 1 mW/μm2 or 100 μW/μm2, with a conventional mode-
locked high-repetition rate (80 MHz) laser oscillator or a low-
repetition rate (500 kHz) amplifier, respectively [28, 29, 49].

2.3 Penetration

Depth

As previously described, temporal focusing coupled with CGH or
GPC enables micrometer-range axial confinement. A further
advantage of this approach is that it also enables robust light
propagation through scattering media [27, 43, 68]. Scattering
deviates the original photon trajectory, thus deforming the excita-
tion spot shape at the focal plane. For light illumination with
diffraction-limited spots, this mainly translates into occurrence of
aberrations and loss of axial and lateral resolution. Moreover, scat-
tered photons do not contribute to signal arising from the focal
volume, which translates in loss of light intensity [69].

For large illumination areas, the presence of scattering also
generates speckle in the excitation spot due to the random interfer-
ence between ballistic and scattered photons (Fig. 10). A few years
ago, we demonstrated that TF combined with both CGH [27] and
GPC [68] enables to reduce this effect as scattered photons have
less probability to interfere with the ballistic ones (Fig. 11). Light
propagation of patterns generated using CGH [27] and GPC [68]
through cortical brain slices or zebrafish larvae [43] have revealed
robust conservation of lateral shape and axial resolution up to
depths twice the scattering length (Fig. 10), enabling in-depth
optogenetic stimulation [68] (see also Chap. 13).

2.4 Multiplane Light

Activation

One important feature of CGH is the ability to generate spots in
different axial planes, a feature used to generate multi-diffraction-
limited traps for optical tweezers [37, 70], 3D glutamate uncaging
[42, 71–73], and, combined with spiral scanning, to achieve multi-
plane 2P optogenetic stimulation [74].

Adding lens-phase modulations to 2D-phase holograms also
enables remote axial displacement and 3D positioning of laterally
shaped targets [75]. This configuration, combined with optoge-
netics, enables simultaneous control of neurons and substructures
in different planes, as well as provides a flexible means to stimulate
locations lying above or below the imaging plane [30]. Conven-
tional 3D-CGH optical designs are not, however, compatible with
TF because axially shifted excitation planes cannot be simulta-
neously imaged onto the TF grating. To overcome this limitation,
we have recently developed a new optical system including two LC-
SLMs that enable simultaneous TF at multiple planes (Fig. 12a)
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[43]. The system achieves remote axial displacement of temporally
focused holographic beams, as well as multiple temporally focused
planes, by shaping the incoming wave-front in two steps, using two
LC-SLMs. The first LC-SLM (SLM1 in Fig. 12a), laterally shapes
the target light distribution that is focused onto the TF grating,
which disperses the spectral components of the illumination pattern
onto the second LC-SLM (SLM2 in Fig. 12a). SLM2, conjugated
to the objective back focal plane, is addressed with a single or

Fig. 10 Temporal focusing and penetration depth. (a) 2P fluorescence x–y cross-sections of GPC-generated
excitation patterns mimicking a neuron with small processes (top) and a 15-μm-diameter CGH spot (bottom)
after propagation through 550 μm of acute coronal cortical brain slices without (middle panel) and with (right
panel) temporal focusing (λ ¼ 950 nm). Non-temporally focused beams are transformed to speckled patterns
after traveling through the tissue. (b) 2P fluorescence x–y cross-sections of a 20-μm-diameter CGH spot after
propagation through the whole brain of a zebrafish larva (~500 μm thick) without (middle panel) and with (right
panel) temporal focusing (λ ¼ 920 nm). Left panels in all cases are obtained from unscattered beams. Scale
bars: 10 μm. Adapted from Refs [27, 43, 68]

Two-Photon Optogenetics by Computer-Generated Holography 189



multiple Fresnel-lens phase-profiles to control the target’s axial
position in the sample volume. In this way, the spatial and temporal
focal planes coincide at the grating, and are jointly translated by
SLM2 across the sample axial extent (Fig. 12b).

Similarly, to what has been discussed for the generation of 2D
multiple spots, the pixel size, d, and pixels number of the LC-SLM
limit the axial FOE, FOEz, to:

FOEz ¼ ΔZ ¼ λf eq

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 �NA2

p
2dNA

0
@

1
A, ð4Þ

where NA is the objective numerical aperture, and n is the refrac-
tive index of the immersion medium, giving rise to an axial-posi-
tion-dependent diffraction efficiency [43] (Fig. 12c). Similarly to
the 2D case, homogeneous light distribution can be obtained by
using graded input images (Fig. 12d).

3 Notes

1. When CGH is used for microscopy, in principle it is sufficient to
address the proper phase modulation at the back focal plane of
the objective for having the desired illumination pattern at the
sample plane. However, practically it is difficult to place a
spatial light modulator there. The common practice is to
image the back focal plane of the objective at another conju-
gated plane where the LC-SLM is placed, through a telescope
of lenses. Typically, this includes a first lens (L1 of focal length

Fig. 11 Temporal focusing in the temporal domain. The propagation of a large
beam (a holographic spot in this case) diffracted by the grating produces an
ultrafast line scanning of the sample. Scattering events off the scanning line at a
single moment in time cannot interfere with the ballistic photons in the line.
Adapted from Ref. [27]
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f1), placed at a distance equal to f1 after the LC-SLM, which
generates a first holographic intensity pattern at its focal plane,
and a second lens (L2 of focal length f2), placed at a distance
f1 + f2 from L1 and f2 + fobj from the objective (focal length
fobj), which conjugates the LC-SLM plane to the objective back
focal plane. In this case feq ¼ (f1 · fobj)/f2. The focal lengths f1
and f2 are chosen to match the LC-SLM short axis to the
objective back aperture size (usually 6–8 mm), in order to
achieve the best possible axial resolution for the holographic

Fig. 12 Multiplane generation of spatiotemporal focused holographic patterns. (a) Schematic of the experi-
mental setup for 3D-CGH-TF. BE Beam expander, G diffraction grating, L1, L2, L3, L4 Lenses, OBJ1
Microscope objective. (b) Left panel, top, tiled phase profiles addressed to SLM1 for encoding the words
“neuro” (plane A) and “photonics” (plane B). Bottom, Fresnel lens-phase profiles addressed to SLM2 to axially
displace each holographic pattern generated by SLM1 on separated planes atþ20 μm (plane A) and�20 μm
(plane B). Middle panel, x–y 2P fluorescence intensity cross-sections at planes A and B generated by phase-
holograms in the left. Right panel, orthogonal maximum 2P intensity projection along x (top) and y (bottom). (c)
Axial diffraction efficiency curve, where the intensity of each holographic spot projected at each axial plane is
normalized to the one of a spot projected at the center of the nominal focal plane. Experimental data (red
points) represent the average of four realizations and follow a Lorentzian distribution (red dashed line) with
ΔzFWHM ¼ 360 μm. Weighting the axially displaced holographic spot intensity according to the calculated
diffraction efficiency enables intensity equalization between holographic patterns in separated axial positions
(blue points and dashed line represent the corrected intensity ratio and fitting, respectively). Vertical error bars
show the standard deviation for the different realizations. (d) Input patterns to the Gerchberg-Saxton algorithm
used to calculate the holograms that generate the holographic patterns shown in (b): low-diffraction efficiency
regions appear brighter over those closer to the center of the excitation field. To improve the observation of
differences between conditions, the amplitude scale of the images was chosen from 0.9 to 1.5. Adapted from
Ref. [43]
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patterns. As a numerical example, considering a standard com-
mercial LC-SLM array of 12 mm, with a pixel size of 20 μm,
and a typical water-immersion 40� objective (fobj ¼ 4.5 mm)
often used in neurophysiology experiments, the ratio f1/f2 is
chosen to be ~2, which would give a FOExy ~ 230 � 230 μm2

or ~420 � 420 μm2 according to Eq. (1), using λ ¼ 520 nm or
λ ¼ 950 nm, respectively.

2. In particular, for 2P–CGH combined with temporal focusing
(see Sect. 2.1), two cylindrical lenses with opposite focal
lengths, orthogonally oriented, with preference at 45� rela-
tively to the direction of the axes of the LC-SLM array, enable
generating two axially displaced zero-order lines. Then, thanks
to the out-of-focus pulse dispersion of temporal focusing, the
zero order contribution to the 2P signal can be reduced by 4–6
orders of magnitude [47]. The choice of 45� direction is related
to the orientation of the grating grooves that is used for tem-
poral focusing and the dispersion direction of spectral frequen-
cies. Usually, the diffraction grating is placed with its grooves
perpendicularly oriented in respect to the plane of incidence
(i.e., the plane which contains the grating’s surface normal and
the propagation vector of the incoming radiation), or simply in
respect to the lab’s floor. This means that dispersion occurs
parallel to the incidence plane. If the cylindrical lenses are
oriented with their focusing axes one perpendicular and one
parallel to the grating’s grooves, then at the focal plane only
fluorescence that originates from the line that lies along the
direction of temporal focusing, i.e. the direction where the
spectral frequencies are dispersed, will be efficiently suppressed.
Fluorescence from the other line will be reduced, but still
present at another plane. If the cylindrical lenses are oriented
with their focusing axes at 45� in respect to the grating’s
grooves then both zero-order lines at the sample volume
undergo temporal focusing and thus out-of-focus fluorescence
suppression.

3. The generalized phase contrast method (GPC) is an alternative
approach to CGH for generating speckle-free arbitrarily shaped
illumination patterns. It is a common-path interferometry visu-
alization technique, i.e., the output image is obtained by the
interference between a signal and a reference wave travelling
along the same optical axis, based in Zernike’s phase contrast
[76]. The basic principle of GPC involves separating a light
beam into its Fourier components by using a lens. The on-axis,
low spatial frequency components are shifted in phase (usually
by π or λ/2) using a small wave retarder or phase contrast filter
(PCF). A second lens then recombines the high and low spatial
frequencies. The introduced phase shift by the PCF causes the
two different components to interfere and produces an
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intensity distribution according to the phase information car-
ried by the higher spatial frequencies [77]. By controlling the
value of the input phase function at the LC-SLM plane and by
choosing appropriate phase retardation at the PCF, a pure
phase to intensity imaging is accomplished. A simple binary
phase modulation is sufficient in this case (e.g., addressing with
0 phase dark areas and π phase bright areas of the desired
pattern, when a π phase retardation is introduced by the
PCF). This means that a phase modulation is finally turned to
an intensity modulation, without using any iterative algorithm
that provides approximate solutions for the phase hologram,
resulting to speckle patterns, like in CGH. The rapid phase
variations of the holographic phase profile do not longer exist
when GPC is used and patterns generated are speckle-free. The
phase wavefront of the output beam is smooth, similar to the
one of a Gaussian beam. This results in a long axial propaga-
tion, revealing the interferometric character of the beam [32],
meaning that GPC patterns lack of axial confinement. For 2P
excitation, the remedy to this issue is combination of GPC with
temporal focusing. Temporally focused 2P-GPC patterns result
with an axial resolution similar to that obtained by 2P line-scan
microscopy [32].

4 Outlook

Computer-generated holography combined with 2P excitation
enables in depth optical stimulation with millisecond temporal
resolution and sub-millisecond temporal precision. The combina-
tion of CGH with temporal focusing enables generation of excita-
tion volumes with micrometer axial resolution and robust
propagation through scattering media. For neuronal activation
the efficient current integration achievable with parallel holo-
graphic illumination combined with laser amplifiers at low-
repetition rate (500 kHz) and laser pulses of moderate excitation
intensities (100 μW/μm2) enables reliable AP generation with
millisecond temporal resolution and sub-millisecond precision.
These findings, together with high average power available nowa-
days in commercially available laser systems (more than 10 W at
laser output), indicate that laser power is not the limiting factor for
the maximum achievable number of targets using CGH. More
likely, this will be limited by other factors, such as sample heating
and deterioration of the photostimulation spatial resolution.
Indeed, for multiple-cell stimulation, photostimulating neurites
crossing the illumination volume affects cellular resolution, thus
limiting the maximum number of targets that can be stimulated
with single-cell precision. Recent progresses in engineering of
somatic opsins should enable to solve these limitations in the
close future [61].
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ration of Figs. 3, 4 and 6. We thank the National Institutes of
Health (NIH 1-U01-NS090501-01), the “Agence Nationale de
la Recherche” (grants ANR-10-INBS-04-01; France-BioImaging
Infrastructure network, ANR-14-CE13-0016; HOLOHUB,
ANR-15-CE19-0001-01; 3DHoloPAc) and the Human Frontiers
Science Program (Grant RGP0015/2016) for financial support.

References

1. Boyden ES, Zhang F, Bamberg E et al (2005)
Millisecond-timescale, genetically targeted
optical control of neural activity. Nat Neurosci
8:1263–1268

2. Nagel G, Brauner M, Liewald JF et al (2005)
Light activation of Channelrhodopsin-2 in
excitable cells of caenorhabditis elegans trig-
gers rapid behavioral responses. Curr Biol
15:2279–2284. doi:10.1016/j.cub.2005.11.
032

3. Zhang F, Wang LP, Brauner M et al (2007)
Multimodal fast optical interrogation of neural
circuitry. Nature 446:633–639

4. Adamantidis AR, Zhang F, Aravanis AM et al
(2007) Neural substrates of awakening probed
with optogenetic control of hypocretin neu-
rons. Nature 450:420–424. doi:10.1038/
nature06310

5. Gradinaru V, Thompson KR, Zhang F et al
(2007) Targeting and readout strategies for
fast optical neural control in vitro and in vivo.
J Neurosci 27:14231–14238

6. Aravanis AM, Wang LP, Zhang F et al (2007)
An optical neural interface: in vivo control of
rodent motor cortex with integrated fiberoptic
and optogenetic technology. J Neural Eng 4:
S143–S156

7. Huber D, Petreanu L, Ghitani N et al (2008)
Sparse optical microstimulation in barrel cortex
drives learned behaviour in freely moving mice.
Nature 451:61–64

8. Anikeeva P, Andalman AS, Witten I et al
(2012) Optetrode: a multichannel readout for
optogenetic control in freely moving mice. Nat
Neurosci 15:163–170. doi:10.1038/nn.2992

9. Weible AP, Piscopo DM, Rothbart MK et al
(2017) Rhythmic brain stimulation reduces
anxiety-related behavior in a mouse model
based on meditation training. Proc Natl Acad

Sci U S A 114(10):2532–2537. doi:10.1073/
pnas.1700756114

10. Makinson CD, Tanaka BS, Sorokin JM et al
(2017) Regulation of thalamic and cortical net-
work synchrony by Scn8a. Neuron 93:1–15.
doi:10.1016/j.neuron.2017.01.031

11. Petreanu L, Huber D, Sobczyk A, Svoboda K
(2007) Channelrhodopsin-2-assisted circuit
mapping of long-range callosal projections.
Nat Neurosci 10:663–668. doi:10.1038/
nn1891. nn1891 [pii]

12. Petreanu L, Mao T, Sternson SM, Svoboda K
(2009) The subcellular organization of neocor-
tical excitatory connections. Nature
457:1142–1145. doi:10.1038/nature07709

13. Tovote P, Esposito MS, Botta P et al (2016)
Midbrain circuits for defensive behaviour.
Nature 534:206–212. doi:10.1038/
nature17996

14. Joshi A, Kalappa BI, Anderson CT, Tzouno-
poulos T (2016) Cell-specific cholinergic mod-
ulation of excitability of layer 5B principal
neurons in mouse auditory cortex. J Neurosci
36:8487–8499. doi:10.1523/JNEUROSCI.
0780-16.2016

15. Morgenstern NA, Bourg J, Petreanu L (2016)
Multilaminar networks of cortical neurons
integrate common inputs from sensory thala-
mus. Nat Neurosci 19:1034–1040. doi:10.
1038/nn.4339

16. Lee S-H, Kwan AC, Zhang S et al (2012)
Activation of specific interneurons improves
V1 feature selectivity and visual perception.
Nature 488:379–383. doi:10.1038/
nature11312

17. Adesnik H, Bruns W, Taniguchi H et al (2012)
A neural circuit for spatial summation in visual
cortex. Nature 490:226–231. doi:10.1038/
nature11526

194 Eirini Papagiakoumou et al.

https://doi.org/10.1016/j.cub.2005.11.032
https://doi.org/10.1016/j.cub.2005.11.032
https://doi.org/10.1038/nature06310
https://doi.org/10.1038/nature06310
https://doi.org/10.1038/nn.2992
https://doi.org/10.1073/pnas.1700756114
https://doi.org/10.1073/pnas.1700756114
https://doi.org/10.1016/j.neuron.2017.01.031
https://doi.org/10.1038/nn1891
https://doi.org/10.1038/nn1891
https://doi.org/10.1038/nature07709
https://doi.org/10.1038/nature17996
https://doi.org/10.1038/nature17996
https://doi.org/10.1523/JNEUROSCI.0780-16.2016
https://doi.org/10.1523/JNEUROSCI.0780-16.2016
https://doi.org/10.1038/nn.4339
https://doi.org/10.1038/nn.4339
https://doi.org/10.1038/nature11312
https://doi.org/10.1038/nature11312
https://doi.org/10.1038/nature11526
https://doi.org/10.1038/nature11526


18. Atallah BV, Bruns W, Carandini M, Scanziani
M (2012) Parvalbumin-expressing interneur-
ons linearly transform cortical responses to
visual stimuli. Neuron 73:159–170. doi:10.
1016/j.neuron.2011.12.013

19. Klapoetke NC, Murata Y, Kim SS et al (2014)
Independent optical excitation of distinct neu-
ral populations. Nat Methods 11:338–346.
doi:10.1038/nmeth.2836

20. Denk W, Strickler JH, Webb WW (1990) Two-
photon laser scanning fluorescence microscopy.
Science 248:73–76

21. Feldbauer K, Zimmermann D, Pintschovius V
et al (2009) Channelrhodopsin-2 is a leaky
proton pump. Proc Natl Acad Sci U S A
106:12317–12322

22. Rickgauer JP, Tank DW (2009) Two-photon
excitation of channelrhodopsin-2 at saturation.
Proc Natl Acad Sci U S A 106:15025–15030.
doi:10.1073/pnas.0907084106

23. Andrasfalvy BK, Zemelman BV, Tang J, Vaziri
A (2010) Two-photon single-cell optogenetic
control of neuronal activity by sculpted light.
Proc Natl Acad Sci U S A 107:11981–11986

24. Prakash R, Yizhar O, Grewe B et al (2012)
Two-photon optogenetic toolbox for fast inhi-
bition, excitation and bistable modulation. Nat
Methods 9:1171–1179. doi:10.1038/nmeth.
2215

25. Packer AM, Peterka DS, Hirtz JJ et al (2012)
Two-photon optogenetics of dendritic spines
and neural circuits. Nat Methods
9:1171–1179. doi:10.1038/nmeth.2249

26. Rickgauer JP, Deisseroth K, Tank DW (2014)
Simultaneous cellular-resolution optical pertur-
bation and imaging of place cell firing fields. Nat
Neurosci 17:1816–1824. doi:10.1038/nn.3866
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Chapter 11

Optophysiology and Behavior in Rodents and Nonhuman
Primates

Golan Karvat and Ilka Diester

Abstract

The combination of optogenetic interventions and behavioral assays allows investigating causal effects of
neural activity with unprecedented spatial and temporal resolution. However, utilizing the technique also
requires special considerations in designing the experimental procedures and assigning controls. In this
chapter, we give an overview of the requirements for behavioral-optogenetic experiments in rodents and
nonhuman primates. Special emphasis is given to correct assignments of controls and how to avoid artifacts.

Key words Optogenetics, Behavioral neuroscience, Electrophysiology, Behavior, Nonhuman pri-
mate, Rodent, Rat, Mouse, Procedure, Protocol

1 Introduction

Behavior is the ultimate output of the central nervous system.
Therefore, it is not surprising that shortly after the first demonstra-
tion of genetically modified neurons which were responsive to light
[1], many groups started to use optogenetics during experiments in
behaving animals [2]. Optogenetics offers time- and cell type-
specific excitation or inhibition, and by that improves tremendously
the research of neuronal circuits. Together with rapidly developing
technologies to convey the light, and to measure behavioral and
electrophysiological output, it has paved the way for a better under-
standing of behavior. However, caution must be exercised in
planning an optogenetic behavioral experiment, since this attractive
method adds requirements to the experimental design. Care must
be taken of the covert features of the experimental system, as well as
the appropriate controls, to allow reproducibility and avoid false
conclusions. Hence, the aim of this chapter is to provide the mile-
stones, and highlight the advantages and pitfalls, of designing and
implementing behavioral studies utilizing optogenetics in mam-
mals (rodents and nonhuman primates [NHP]).
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2 Equipment, Materials, and Setup

2.1 Animals The first step in designing an experiment is to choose the appropri-
ate experimental system. In behavioral studies, the first question is
which species to use. As a rule of thumb, a trade-off exists between
the ability of the animal to perform cognitively demanding tasks
and the available genetic manipulation toolbox. While a vast selec-
tion of genetically modified mice exists, some expressing different
opsins under specific promoters [3], the variety of genetically mod-
ified rats is much smaller [4]. At the moment, transgenic NHP
remain an exciting prospect [5, 6].

The species and line of choice have a direct influence on the
experimental design. When using mouse lines expressing opsins in
specific cell types, no virus injection is necessary and the behavioral
testing can start right after establishing light delivery to the brain
area of interest (by an optical fiber or thinning of the skull and an
external light source) (see Chaps. 1, 2 and 13). However, in mouse
lines with brain wide opsin expression, light directed into a certain
area will influence not only the cells with local somas but also cells
projecting into and through that area (antidromic or back-
propagating action potentials). Although this effect can be useful,
for example, for circuit targeting [7], it may limit conclusions
regarding the influence of a specific region on behavior. To avoid
this effect, a one-injection strategy of an opsin in a recombinase-
dependent cassette (“floxed”) into the brain of a recombinase (e.g.,
Cre) expressing transgenic line is a commonly applied strategy
[8]. This approach capitalizes on the vast library of already existing
cre-expressing transgenic mouse lines allowing targeting of a
diverse set of cell types (see Chap. 2).

With recently developed rat Cre lines [4], cre-dependent stra-
tegies are feasible in rats, too. However, the more common strategy
in behavioral assessment of rats is delivering the opsins by a viral
construct into wild-type animals. If projection-target specificity is
desired, a dual viral vector strategy has been suggested; one viral
vector carries a recombinase (delivered by a retrogradely traveling
virus) at the target and another vector conveys a floxed opsin at the
source [9]. Further, Herpes simplex virus, canine adenovirus 2, and
pseudorabies virus can be used as a retrogradely travelling option
[10, 11]. An alternative method for acute gene delivery is electro-
poration, in which plasmids are forced into neurons using an elec-
tric field in-utero [12]. Both viral injection and electroporation
yield a spatially restricted expression of the opsin, with higher
expression levels than in transgenic animals [13]. However, since
electroporation is technically more demanding than viral injection,
it is utilized mainly in developmental studies.

Finally, for efficient expression of opsins in NHP, larger
amounts of high-titer virus for covering larger brain areas are

200 Golan Karvat and Ilka Diester



needed, which implies multiple injections. This has a strong effect
on the operational procedure (see below), and the possible length
of the experiment, as expression of the virus accumulates over time
and increases toxicity [14].

2.2 Behavioral Setup A large variety of behavioral tests can be combined with optoge-
netic manipulation and electrophysiological measurements,
depending on the relevant research question. While commonly
used and well established methods can be utilized, the special
requirements of optogenetics should be taken into account.

First, for experiments with freely moving animals, care should
be taken of the cables and fibers not to interfere with the animal’s
ability to move. To this aim, sufficiently long cables and a commu-
tator to avoid wrapping should be used. A counterbalance takes
additional weight from the animal’s head (see Chap. 12 for details).
A different approach would be to utilize the experiment while the
animal is head-restrained. When choosing this approach, special
care should be taken to minimize the stress of the subject, and
when working with rats and NHP, habituation to the restraining
devise is necessary [15]. Although adding complexity to the exper-
imental procedure, head-restrained experiments allow better con-
trol of different aspects of behavior, and easier access to light
emission and recording devices.

Second, some behavioral tasks have to be modified in order to
allow “safe” optogenetic working procedures. For example, special
care should be taken as to waterproof the headstage for tests con-
taining water (such as the Morris water maze and the forced swim
test [16]). Common sense dictates that when cables are connected
to the subject’s head, especially cables as fragile as a fiber-optic, the
area above the animal should be free of any object.

2.3 Opsin of Choice Broadly speaking, there are four kinds of optogenetic manipula-
tions useful for behavioral studies: excitation (gain of function),
inhibition (loss of function), cell type-specific phototagging, and
circuit-targeting. Optogenetic activation can be millisecond precise
(e.g., ChR2(H134R)) or rather long-lasting (e.g., “step-function”
opsins like ChR2-SFO). Inhibition can be achieved by ion-pumps
(e.g., NpHR3.0/Arch), anion-specific channels (e.g., iChloc), or
by selectively activating inhibitory neurons. Cell type-specific
phototagging is done by expressing opsins selectively in a certain
class of cells, most commonly by using cell type-specific promoters,
e.g., CaMKII or parvalbumin (see Chap. 2 for more details). Light
is used to excite the cells and responsive units are “tagged” as
belonging to the targeted class. This allows characterizing their
response properties during e.g., a specific behavior. Circuit-
targeting is a strategy to study neuronal population activity based
on its projection target. When utilizing this approach it is important
to ensure neuronal response and to check whether the connection

Optophysiology and Behavior in Rodents and Nonhuman Primates 201



to the target is direct or indirect, by the so-called collision test:
optically evoked action potentials (AP) should not occur during the
cell’s refractory period. Thus, if an AP triggered by axonal photo-
stimulation collides with a somatic AP in a defined (short) time-
window, there is at least one synapse between the axon and that
soma [7].

The type of opsin has an influence on the stimulation protocol,
and thus on the experimental design. Therefore, when planning the
experiment it is important to assure that the planned stimulation
fits the biophysical properties of the opsin. Also, it is imperative that
the species and strain expresses the opsin as desired and that the
neuronal response to the planned stimulation protocol is as
expected. For example, AAV2/5 expresses well in rodents and
NHP but not in cats [17] (see Chaps. 1 and 2 for more details).
Hence, it is recommended to test all optogenetic tools which are
new to the laboratory for expression and functionality before
launching a full behavioral assay.

2.4 Light Delivery There are several special concerns regarding the mean of light
delivery when performing behavioral experiments. First, it must
not interfere with the examined behavior, nor be a visual cue for
the subject. Therefore, it is important to minimize the amount of
light visible to the animal (e.g., by coating the optical fiber patch
cords with an opaque cover) (see Chap. 11). Second, since in most
cases behavioral examinations require chronic implantation of the
light emitting device or fiber, the implant has to be light and robust
to damage caused by the animal (especially when applied to rats and
NHP). We find it useful to cover the device with a stable recording
chamber when working with rats and NHP. Finally, it has to have
enough power to induce a reliable stimulation, yet not too much to
avoid damage to the tissue, especially for studies lasting more than a
few days (a range 100–200 mW/mm2 is advisable to influence
behavior).

2.5 The Room Like for any behavioral study, the experimental room should be
kept as quiet as possible, dimly lit (unless studying stress) and free
of odors of the subjects’ predators (e.g., rats when studying mice).
When working with lasers, the room should also meet standards
of safety, such as minimally reflecting floor and no mirrors. The
height of the laser output and of the behavioral setup should be
higher or lower than eye-level. It is advisable that only staff
trained in working with lasers will be allowed in the room. Finally,
it should be marked clearly when lasers are on (ideally in an
automatic manner).
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3 Procedures

3.1 Surgeries All experiments using animals should be carried out under institu-
tional and national guidelines. It is recommended to separate the
behavioral examination room from the surgery room, in order to
minimize stress and improve training. If in accordance with the
goals of the study, it is better to habituate the animals to the
behavioral room and do some basic training before the surgery.
This is especially important for head fixed experiments with rats and
NHP. Since some differences exist in the procedures between
rodents and NHP, they will be described separately below.

3.2 Rodents Surgical procedures for optophysiological experiments are similar
to other injection and implantation operations carried out on
rodents [18] (see also Chap. 9). When injection of viruses is
needed, allow enough time for expression (e.g., 4–6 weeks for
AAV2/5). It is recommended to evaluate the minimal volume
needed for sufficient expression with the viral vector of choice and
in the brain area of interest. For high titer AAV2/5 (i.e., in the
order of 1012–14), we usually limit the injected volume to 1 μl, as it
roughly corresponds to 1 mm3 of transfected area. Since the brain
tissue absorbs and scatters the transmitted light, less than 40% of
light energy passes 0.2–0.6 mm from the light source [19] (see also
Chap. 13). In our hands, neurons at a distance of more than
1.6 mm become nonresponsive under maximal illumination of
382 mW/mm2 [20]. Injection should be slow (~100 nl/min) to
avoid tissue damage and 5–10 min waiting time should be added
before withdrawing the needle to allow diffusion and prevent back
flow of the viral vector along the injection track. After recovery time
of 2–5 days, training of the animals in the behavior task can
commerce.

When implanting electrodes and optical devices (“optrodes”), a
hole is drilled above the desired area down to the level of the dura,
which is then removed using fine forceps to avoid damage to the
cortex. It is important to allow some flexibility around the inserted
optrode and separate the brain from the dental cement, thus it is
recommended to fill the craniotomy with a lubricant (e.g., Vase-
line). The tip of the light source should be located above the
transfected area in order to be effective. For stability, special care
should be taken that the skull is completely dry and clean before
applying dental cement. After surgeries, apply analgesics for
2–3 days and antibiotics for 5 days. Experimental procedures can
continue when the animal is vital and back to its pre-surgery
weight, which is usually the case within 2–5 days post-surgery. It
is essential to keep track of the animals’ body-weight throughout
the whole experiment, especially when depriving of food or water.
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3.3 NHP Most standard electrophysiological approaches can be adapted to
include optogenetic manipulations. In case of an already implanted
recording chamber, injections can be done through burr holes or
larger craniotomies within the chamber. For this a light weight
injection system, similar to setups which are used for pharmacolog-
ical interference experiments can be adapted [21]. This approach
has the advantage of allowing injection in the awake head fixed
animal [22]. This is beneficial as injection times quickly add up if a
larger brain area needs to be covered with viral vectors. As a rule of
thumb, 10 min injection time plus 10 additional minutes of waiting
time to prevent viral vector back flow along the injection track has
to be taken into account. With an expression volume of roughly
1 mm3 the time needed to cover a large enough area quickly adds
up while the time of the surgery should be kept as short as possible
to reduce risks. However, injections in the anesthetized animal are
an equally valid approach. For this, the same procedure and injec-
tion equipment as in rodents can be applied.

After the injections are done the choice of stimulation and
recording probe comes up. Either, a classic optrode (i.e., an optical
fiber glued next to an electrode) can be inserted on a daily basis via
microdrives (Diester et al. [22]). As the approach is very similar to
regular electrode recordings almost no new equipment is needed.
On the downside the tissue damage is substantial due to the dual-
tip geometry of the probe. A better design might be a single tip
coaxial optrode which consists of an optical fiber core coated with
conductive material for electrical recordings [23]. This coaxial
optrode can also be integrated into chronic electrode arrays with
the advantage of covering a larger cortical area and allowing the
write in of spatiotemporal patterns [24].

3.4 Controls The validity and power of a behavioral study depends greatly on the
correct choice of controls. Optogenetics allows combining gain-
and loss-of-function controls in the same experiment, thus increas-
ing its yield. However, the technique raises the need to control for
some elements.

3.4.1 Control

for Expression

It is imperative to correlate the behavioral outcome with the expres-
sion of opsins, and thus neuronal activity manipulation, by a “light
with no opsin” between-groups control. If transgenic animals are
used, wild-type (preferably littermates) should be the control
group. If a virus is injected with the opsin (usually in conjunction
with a fluorescent reporter gene), the control group should be
injected with a virus containing the same reporter gene, without
the opsin (e.g., “YFP-controls”). If the opsin gene is injected as an
inverse expressing cassette, a Cre-negative group should serve as
control.
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3.4.2 Control

for Involvement

Next, it is important to show that the opsins’ reaction to light is
causing the observed effect. For that, several controls may be
effective, all possible as a within-animal control: (a) no-light trials;
(b) illuminating with a nonstimulating wavelength. It is important
to change the illumination power to compensate for the different
heat absorbance of different wavelengths [25]; here the visual
spectrum of the animal species has to be taken into account (e.g.,
since rodents are dichromatic they see far better within the blue-
green range compared to red light [26]; (c) conducting the experi-
ment with the fiber out of the brain. The last version can be useful
also for controlling for the possible effect of light as a behavioral cue
for the animal. This control is important since sometimes it is not
possible to completely prevent light from reaching the eyes of the
animal, and since some light might reach light-sensitive organs such
as retina from within the brain. Another method to tackle this
problem is to “mask” the animal with light flashes in the same
wavelength as the stimulating wavelength near the eyes in all trials,
regardless of the actual stimulation.

3.4.3 Control

for Necessity

In studies aiming to investigate the role of specific systems for
behavior, as is often the case with optophysiological studies, it is
important to show that the system in question is necessary for the
behavior, and not just involved in it. This kind of control is some-
what harder to achieve than others, as it requires manipulation of
other brain areas and showing that the observed effect is limited to
the system under investigation. The difficulty thus is twofold: first,
since neural networks are heavily interconnected, sometimes
remote areas may have an unexpected effect; and second, practical
constrains limit the plausible locations which can be manipulated.
Therefore, it is a common practice to manipulate 1–2 nearby areas
hypothesized to have distinct effects on behavior [16], or in unilat-
eral studies, by stimulating the corresponding location in the hemi-
sphere not involved in the task.

3.4.4 Light Induced

Artifacts

When combining optogenetics with electrophysiology, it is impor-
tant to control for currents created on the electrode directly due to
illumination by the Becquerel effect [27] (see also Chap. 8). The
Becquerel effect, also termed the photovoltaic or photoelectric
effect, is the induction of electric current in a material, usually a
metal, upon exposure to light. Hence, if we illuminate directly on
the recording metal electrode, an optical artifact will appear. Several
steps can be taken in order to deal with this effect: (a) recordings
from animals not expressing opsins (wild-type or only reporter gene
expressing) can be used as the template of the artifact; (b) reducing
the metal area of the electrode exposed to the light by adjusting the
illumination angle; (c) using electrodes made of materials less reac-
tive to light (such as specially treated silicon or indium tin oxide
[13]); (d) use glass electrodes; (e) covering the electrode or the
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glass with a dark or opaque painting (such as acrylic or lacquer,
[28]); (f) reducing the light pulse width, thus allowing less time
for the current induction by light, and (g) using a frequency control
protocol; since opsins stop responding reliably at a specific stimulus
frequency (e.g., [29]), “units” responding to frequencies exceeding
this maximum could be sorted out during the spike-sorting analysis.

3.5 Finalizing the

Experiment

The behavioral optogenetic experiment usually ends when the goals
of the behavioral task have been reached. However, too high
expression levels of the delivered proteins may hamper the inter-
pretability of the study. A way to assess this time point is by
chronically measuring the level of fluorescence signals in the
infected area [22]. After completion of the experiment and sacrifi-
cing the animal, it is important to assess the location of the optical
fiber and verify the opsin expression (see also Chap. 8). This step is
important also as a control before interpreting the behavioral
results. In long-term studies, it is important also to check for
morphological abnormalities that might be caused by the opsin
expression [14]. The anticipated time-course of a representative
behavioral optogenetic experiment with rats is shown in Fig. 1.
A flowchart with an overview of the main concerns of the experi-
mental design is given in Fig. 2.

4 Typical/Anticipated Results

Optogenetics can be used to investigate almost any kind of behav-
ior, hence the possible range of anticipated results of behavioral
optogenetic studies is vast. Therefore, in this section we will focus
on studies dealing with movement, and show how the applications
of optophysiology in behavioral studies have developed in the last
decade.

Day 1 Day 60 Day 65 Day 100 Day 105 Day 180

Start 
training

(age ~8 weeks)

Training Training Recording

Viral 
injection

1-2 months
Handling, 
habituation to the 
room and basic 
task training

2-5 days
Recovery, daily 
checks, analgestic
and antibiotic
treatmenet

4-5 weeks
continue training
and allow opsins
to express

Resume
training

Implantation Start neural and
behavioral recordings

+ stimulation

2-5 days
Recovery, daily 
checks, analgestic
and antibiotic
treatmenet

Perfusion

1-2 months
Data collection of
the experiment.
Limited by opsin
overexpression

Fig. 1 Time-course of a representative behavioral optogenetics experiment with rats. Initial training duration
can vary, depending on the behavioral task. The length of recovery time from surgery may change from animal
to animal
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Type of manipulation:

Activation

Fast activation
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[ChR2-SFO]

Inhibition
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For Virus injection
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For light delivery
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Use a “masking flash” 

Out-of-brain control

For photoelectric 
effect
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controls

Adaptation protocol

Post hoc histology

For viral expression

For fiber location

Fig. 2 Overview of the main concerns for designing behavioral/optogenetic
experiment
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In the first demonstration of optogenetics in a behavioral assay,
researchers from the group of Karl Deisseroth [2] showed that
activation of excitatory neurons in the motor cortex can control
motor output. In this study, lentiviruses delivering ChR2 under the
control of a CaMKIIα promoter were injected into the vibrissal
motor cortex via an implanted guiding cannula. The same cannula
served to guide the insertion of the optic fiber, when the rats and
mice were sedated and restrained to a stereotactic frame. When
illuminating with quite high power (20 mW out of a 200 μm fiber
resulting in 380 mW/mm2) and long pulses (20 s) blue light, the
whiskers were deflected (by a maximum of 10 and 20� for rats and
mice, respectively). Electrophysiological validation of photostimu-
lation was done separately in acute brain slices. A group of animals
injected with vehicles served as a between group control, and the
behavior before and after the light-pulse as the within group
control.

In the first optogenetic study of locomotion in freely moving
animals [30], unilateral activation of the secondary motor cortex
(M2) biased for moving to the contra-lateral side. Similar to the
first movement related study from the Deisseroth lab [2], the optic
fiber was guided into the brain by a cannula. However, the subjects
were transgenic mice expressing ChR2 under the Thy1 promoter
(in cortex expressed mainly in layer 5). The other end of the fiber
was connected to an optical commutator to release tension. Blue
light pulses (30 Hz/15 ms) into the right M2 induced time-locked
repetitive rotations to the left (1.96 � 0.24 rotations/10 s, com-
pared to light-off). As this study was done on a previously tested
opto-transgenic line, no electrophysiological verification was done
(even though the use of optrodes was suggested). The authors also
demonstrated the utility of extra-cranial light delivery through a
thinned skull in activating superficial layers, in causing whisker
deflection by exciting the vibrissal motor cortex with light-emitting
diodes (LED). Wild-type animals not expressing ChR2 were the
control group and behavior during before and after photostimula-
tion was the within group control.

These two studies paved the way for behavioral studies by
showing that photostimulation can alter behavior. Later studies
showed the utility of optogenetics in the study of locomotion by
manipulating down- and upstream brain areas, and thus disentan-
gling the role of different pathways. The first empirical testing of
the effect of direct and indirect pathways of the basal-ganglia on
locomotion [31] showed opposite outcomes of activation of the
different pathways. To this aim, the authors injected an adeno-
associated virus (AAV2/1) containing a double-floxed inverted
open reading frame encoding ChR2, into the dorsal striatum of
mice encoding Cre under regulatory elements of the dopaminergic
receptor D1 or D2, thus effecting the direct or indirect pathways,
respectively. Classically, the direct pathway is associated with
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facilitating movements, and bilateral excitation of D1-positive neu-
rons indeed increased locomotion and reduced freezing. Con-
versely, the indirect pathway is thought to inhibit movement, and
excitation of D2-positive cells increased freezing and bradykinesia
and decreased locomotor initiations, mimicking Parkinsonian
symptoms. Here, the authors used a commercially available optrode
(NeuroNexus Technologies, Ann Arbor, MI) to conduct an opto-
pyhsiological measure, thus providing in vivo evidence for the effect
of photostimulation in each circuit in their setup. Illumination was
limited to 1 mW at the 200 μm fiber tip (~30 mW/mm2) with
constant illumination for 30 s on average. The within group control
was light on/off, and the experimental design allowed for a direct
comparison between the two pathways as a between-group analysis.

Following the above mentioned work, the lab of Rui Costa
disentangled further the pathways of the basal ganglia by using the
same transgenic mouse lines in order to identify the cell types
(D1 or D2) by photostimulation [32]. They recorded the activity
of these subpopulations during learning and execution of a motor
sequence, and found that similar proportions of D1 and D2 posi-
tive cells responded to the initiation or termination of a sequence.
This finding supports the model in which a coordinated action of
the basal ganglia’s direct and indirect pathways facilitate the appro-
priate movement while inhibiting competing movements. In addi-
tion, they found that D1 positive cells fire throughout the
performance of the sequence while D2 cells are inhibited, providing
the first direct evidence of differential activation of the direct and
indirect pathways during motor programs. Their results refine the
findings gathered from inhibiting all motor programs
(by stimulating D2 neurons) or facilitating all motor programs
(by stimulating D1 neurons). Thus, they exemplify that choosing
the appropriate behavioral paradigm and stimulation and recording
approach may contribute to finer conclusions regarding the role of
a circuit.

With optogenetics, it is also possible to study the causative role
of fine anatomical structures on specific aspects of behavior. The
group of Karel Svoboda investigated the role of different cortical
regions on decision related tongue movement by photo-induced
inhibition [33]. They used VGAT-ChR2-EYFP mice (Jackson Lab-
oratory, Bar Harbor, ME), which express ChR2 in inhibitory inter-
neurons, and illuminated different cortical areas by projecting the
1.5 mW blue light via galvo-mirrors and through a clear-skull cap,
fabricated from a thin layer of dental cement and a headpost. In this
way, they showed that the anterior lateral motor cortex (ALM) is
important for movement planning. Wild-type mice served as
between-groups control, and no-light trials as within-group
control.

Next, it was possible to disentangle heterogeneous circuits in
the same area. A puzzling finding of this study was that although
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the ALM contains neurons with both ipsi- and contra-lateral pref-
erence, inactivating it causes a directional movement bias. To solve
this puzzle, they utilized projection defined phototagging, and
showed that the population of neurons projecting to the pyramidal
tract are biased towards contralateral preference, and the popula-
tion of cells projecting to collateral or to other cortical areas is more
heterogeneous. Thus, the overt behavioral phenotype (movement)
is contra-laterally biased [7].

Optogenetic control of movement in NHP is somewhat more
challenging. Early studies aiming at this goal successfully modu-
lated neuronal activity in motor cortex of NHP, yet did not evoke
movements [22, 27]. One suggested explanation is that the optical
stimulation did not reach the threshold for overt movement [34],
or that the movements were too subtle to detect. Indeed, later
studies successfully demonstrated that premotor cortex optoge-
netic inactivation on a reaching task leads to small, yet systematic,
changes in behavior [35]. In addition, optogenetics was found
useful in controlling subtle movements in NHP, as activation of
ventral premotor (F5) and prefrontal cortex (frontal eye fields,
FEF) reduced latency for saccade initiation [36], and inhibition of
the superior-colliculus led to saccade deficits manifested in shift in
saccadic endpoint, reducedpeak velocity, and increased latency [37].

To conclude, the development of devices and technologies
tailored for behavioral optogenetic studies together with refined
methods allow us to investigate finer aspects of behavior and cir-
cuits in an unprecedented manner.

5 Advantages

The main advantage of adding optogenetics to behavioral experi-
ments is the ability to investigate the causative impact of different
neuronal subpopulations on behavior, with temporal, spatial and
genetic accuracies superior to traditional approaches. To show
causation, the experimental system has to provide evidence that
excitation of the subpopulation in question evokes the behavior
(gain of function), inhibition blocks it (loss of function), and that
these results are not obtained by other subpopulations or projec-
tions (specificity).

Before optogenetics became available, gain of function was
studied by electrical stimulation, agonist chemical agents or genetic
over-expression. The main advantage of optogenetics is that unlike
chemical and genetic interventions, it allows temporal resolution
relevant to any behavior in question. Unlike electrical stimulation,
optogenetics can be cell type-specific, and with a careful design of
the stimulation neural recordings remain unaffected. This issue of
simultaneous recording and stimulation is particularly relevant for
brain-machine-brain interface devices, designed to convey informa-
tion to the brain while reading its activity [38].
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Loss of function was obtained by lesions, genetic knock-outs
and pharmacological antagonists. None of these techniques allows
the temporal resolution of optogenetics, and the first two also affect
the animal through long time effects, which sometimes cause
changes in neuronal connections and behavior in unexpected man-
ners due to neural plasticity. Lesions in particular have the addi-
tional caveat of affecting projections of other brain areas as fibers of
passage get destroyed in addition to the local cell bodies. Although
some drugs can be cell type-specific, their time-course and spatial
control fall short of that of optogenetics. Importantly, optogenetics
allows for a study design that combines specificity, gain of function
and loss of function in the same experiment, thus providing more
controlled experiments with a higher yield.

An important advantage of optogenetics is the ability to control
the activity in a pathway defined manner, by phototagging or
retrograde travelling proteins and viruses (see Chaps. 1 and 2). As
described above, this strategy provides us with the tool to disentan-
gle fine neuronal circuits and their impact on behavior.

Since optogenetics allows both excitation and inhibition on a
precise timescale with no electrical artifact, it is now possible to
design real-time and closed-loop neuronal modulations in behaving
animals [39]. A closed-loop design uses the output of the system as
an error-signal to determine the manipulating input, in order to
reach a defined target (as opposed to an open-loop, in which the
input is predefined and the output is only measured). Closing the
loop allows to account for the nonlinear and nonstationary
dynamic nature of neural networks, such as changes in environmen-
tal context, behavioral and attentive states, neuromodulation, plas-
ticity and more. These features can improve our basic
understanding of the circuits’ impact on behavior and help deter-
mining efficient photostimulation protocols with minimized unde-
sired effects. Importantly, closing the loop can aid in adding
sensory feedback to neuroprosthetic devices [38, 40].

In the case of behavioral optogenetic studies, the output can be
both behavioral (e.g., location in a maze) and electrophysiological
(e.g., population firing rate). The input photostimulation can be
switched on or off until reaching the target [41, 42] or the illumi-
nation power can be proportional to the error and its integral over
time [43]. The on/off switching is easier to implement and was
demonstrated to be effective in a behavioral context [44]. The PI
method is potentially more accurate and can allow actual “clamp-
ing” of neural networks to the target, but was tested to date only
in vitro [43]. Future technological advances should allow for PI
closed-loop in behaving animals, as well as for faster feedback to
reach optimal response times of less than 2 ms [45, 46]. For a
summary of the features of the different stimulation methods, see
Table 1.
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Table 1
Comparison between different stimulation methods

Optogenetics Electrical 
stimulation Pharmacology Lesion Genetical 

engineering

Gain of 
function

Loss of 
funciton (1)

Gain and loss 
in the same 
experiment

Spatial 
resolution <mm <mm mm-cm mm-cm cm-body

Temporal 
resolution ms ms min days min(2)-lifetime

Longest effect 
time course min(3) sec(4) min-hours lifetime lifetime

Cell-type 
targeting (5)

Pathway 
targeting (6) (7)

Closed-loop 
manipulation (8) (9)

Simultaneous 
recording and 
manipulation (10)

1Behavioral loss of function can be achieved by stimulating areas which inhibit the behavior
2Several minutes’ resolution can be achieved by using an inducible transgenic line in conjunction

with diet changing, substances injection, etc.
3Bistable step-function opsins allow activation for >30 min (e.g., [58])
4In some cases, such as deep-brain-stimulation (DBS) treatment to Parkinson patients, the effect

of stimulation can last up to minutes.
5Cell type-specific ablation can be achieved by cell type-specific toxins (e.g., oxidopamine targeting
dopaminergic and noradrenergic cells, [59]
6Electrical stimulation is thought to affect mainly fibers. However, source-target specificity is not

achievable
7It is possible to cut fiber bundles; however, this method is possible in targeting only crude

connections (e.g., corpus callosum, optic tract, spinal cord.)
8Electrical excitation is possible in a relevant timescale, yet in order to achieve a real closed-

loop system inhibition is also needed
9A closed-loop system can control the administration of agonists and antagonists in a behavior-

dependent manner, yet the activation timescale will limit its usefulness
10Simultaneous electrical stimulation and recordings can be achieved when efficient artifact removal

strategies are applied
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6 Notes

Even though the utility of optogenetics opens exciting venues of
understanding behavior, it doesn’t come without side effects. Here
we list the main side effects which are important for behavioral
studies as well as means to avoid artifacts and misinterpretations.

1. The first pitfall when conducting behavioral optogenetic stud-
ies deals with scales and interpretation, as we investigate the
outcome of a big system (behavior of the animal) by modulat-
ing only small parts of it (a few cells up to a local network). It is
very attractive to characterize the behavioral outcome in
response to photostimulation, but if it is done without electro-
physiology it is not possible to sort out confounding side
effects. For example, long activation can lead to desensitization
of the opsins, and inhibition can be followed by excitation as a
“rebound” [47]. To avoid misinterpretations, it is important to
monitor the neuronal response to the photostimulation by
electrophysiology throughout the experiment.

2. The second side effect to take into account is the undesired
damage caused to the brain tissue. The best way to avoid lesion
is to deliver the light through thinned skull or cranial windows.
However, this method is plausible only for investigation of
superficial cortical layers. If the study deals with deeper struc-
tures, the tip of the fiber should be implanted slightly above the
target, leaving the brain area of interest intact. Another type of
damage to the tissue might occur from heating [19], and slight
temperature increase can also lead to undesired increase in neuro-
nal activity [48, 49]. To avoid heating, limit the power and dura-
tion of illumination. Long-lasting optogenetic activation,
especially of pumps, is better be avoidedalsobecause itmay change
ion concentration and pH. This change might influence behavior
in a manner which will be hard to interpret. If long-lasting effects
are needed, consider using step-function opsins [50].

3. False-positive misinterpretations might occur if the controls are
not properly assigned. Suggested controls are detailed under
Sect. 3.4. False-negative errors might occur due to the focused
nature of the optogenetic modulation, which may lead to
subtle evoked responses. Another phenomenon that might
lead to false-negative results is the resistance of the neural
network to robust changes, especially during endogenously
evoked activation [51]. This challenge is most probable to be
met with refined design of the behavioral setup and stimulation
protocol. The setup should be sufficiently sensitive to detect
subtle differences in behavior, and the stimulation should be
physiologically verified to the minimum necessary to excite or
inhibit the targeted neurons.

Optophysiology and Behavior in Rodents and Nonhuman Primates 213



7 Outlook

Opsin engineering remains an active research area providing a
rapidly increasing library of opsins. Due to the better tissue pene-
tration, red-shifted opsins are favorable for reaching deep brain
structures noninvasively. Additionally, new wavelengths specificities
will allow the combination of opsins for independent control of cell
sub-populations. With all these new developments, intensive in vivo
testing should be conducted before using these new opsins in
behavioral studies to avoid negative results due to differences
between in vitro and in vivo settings. For example, chloride-
conducting ChRs (ChloCs) were shown to inhibit synaptically
evoked action potentials in patch-clamped neurons. However, the
inhibitory effect was absent in vivo, thus additional engineering was
needed to achieve improved ChloCs which inhibitory effect holds
in an in vivo setting [52]. Finally it should always be confirmed with
a well-established behavioral paradigm (e.g., rotations induced by
unilateral stimulation [30]) that the opsin is sufficiently strong to
influence behavior.

Combined tools for light delivery and neural recordings require
continual improvement. For behavioral studies which involve mea-
surements over many weeks or even months, moveable drives are
required. Ideally they would allow multi-site recordings and stimu-
lation. So far these probes are either quite bulky or commercially
not yet available. Wireless systems are another exciting prospect.
Recently, two rather futuristic approaches have been suggested
[53–55], in which light is delivered by an implantable miniaturized
LED, and power is supplied wirelessly using radio-frequency
(RF) technology. To be fully compatible with optophysiological
behavioral studies, this exciting technology should be combined
with neuronal recordings. Experiments in larger animals (e.g.,
NHP) call for broader volumes of illumination to facilitate achiev-
ing behavioral effects. For some applications a device with multiple
outlets along the vertical axis could be helpful [56]. Alternatively, if
a large horizontal area needs to get illuminated, an LED array may
be preferable (e.g., [57].

The development of improved targeting strategies is of partic-
ular importance for circuit dissections. This approach promises to
establish a connection between neural circuit dysfunction and psy-
chiatric or motor diseases. For establishing this causal link, it is
crucial to include a behavioral part in the set of experiments.
Therefore, the combination of optogenetic manipulation, neural
recordings, and behavioral analysis is one of the most exciting and
promising avenues in current neurosciences.
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Chapter 12

Employing Optogenetics in Memory Research

Limor Regev and Inbal Goshen

Abstract

Optogenetics presents many opportunities for memory research, and was indeed warmly embraced by the
field, and already employed to probe memory mechanisms in over a hundred published projects. The
incorporation of optogenetics enabled scientists to causally pinpoint the real-time roles of specific neuronal
populations within the brain structures underlying memory, the functional connections between them, and
the dynamics of memory representation over time.
This chapter presents an elaborate point-by-point plan of designing and executing any optogenetic

memory experiment, recognizes possible pitfalls, and offers solutions. The technical aspects will be dis-
cussed in light of multiple examples of the ways in which optogenetics has been used in memory research,
and the exciting insight it provided.

Key words Memory fear conditioning, Spatial navigation, Recognition, Operant conditioning, Freely
moving, Control group

1 Introduction: Challenges in Traditional Memory Research

Memory acquisition, consolidation, and recall have fascinated neu-
roscientists from the early days of the discipline. In recent decades, a
variety of techniques, like physical, pharmacological, and genetic
lesions of specific brain areas, combined with electrical or pharma-
cological stimulation of these areas, were employed by the pioneers
of memory research to identify the major brain areas that are
involved in various cognitive tasks. This huge body of research led
to many groundbreaking findings, some of them contradictory, and
raised many interesting questions regarding the precise functional
connections between the different regions involved in memory
processes, and the contribution of other areas that were hitherto
considered irrelevant. Furthermore, none of the techniques men-
tioned above allows a causal implication of specific neuronal popu-
lations within these structures in real-time cognitive function.

The introduction of optogenetics, allowing real-time control of
genetically defined neuronal populations with millisecond preci-
sion, provided ample opportunities for memory research, and was
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indeed warmly embraced by the field, and already employed to
probe memory mechanisms in over a hundred published projects.
The incorporation of optogenetics enabled scientist to causally
pinpoint the real-time roles of specific neuronal populations within
the brain structures underlying memory, and the functional con-
nections between them. Specifically, new insights were gained
regarding the distinct roles that different brain regions, like hippo-
campal subregions (CA1, CA2, DG. . .), dorsal vs. ventral hippo-
campus, amygdala, thalamus, and cortex play in specific memory
forms. In addition, the insight into memory dynamics over time
and the ability to artificially create memory traces were explored
[1–4].

This chapter presents the principles of designing and executing
optogenetic memory experiments, points to possible pitfalls, and
offers solutions. The technical aspects will be discussed in light of
examples of the way in which optogenetics has been used to sub-
stantiate long-standing hypotheses, modify others, and provide a
basis for new memory theories.

2 Design and Execution of Optogenetic Memory Studies

This section of the chapter discusses the specific practical steps one
has to follow when designing and performing a memory study
combined with an optogenetic manipulation. As previous chapters
discussed opsin choice and in vivo light delivery in depth (seeChaps.
1, 2, 9, and 10), this chapter only stresses the aspects specifically
relevant to memory research regarding these topics, and refers to
the relevant detailed chapters when necessary.

Figure 1 illustrates the different steps in optogenetic memory
research, the timeframe in which they are performed, and the
different considerations one has to take into account when
planning such experiments. This section elaborates on memory
testing techniques and the necessary adaptations required to make
them “optogenetics friendly”, the surgical and light delivery
options, the appropriate control groups, and the post-experiment
verifications.

2.1 Opsin Expression

and Light Delivery

To induce opsin expression in discrete cell populations, a foreign
DNA sequence encoding for the opsin has to be delivered into the
brain. In most cases, this DNA is delivered using viral vectors
injected into the area of interest (see Chap. 1). Within days to
weeks, the opsins are expressed throughout the cell membrane,
around the soma and in distant projections. Illumination is
achieved by implanting an optical fiber above the region of interest,
and connecting it to a light source (see Chap. 13). In experiments
requiring projection targeting, cell bodies are infected in one brain
region and their axonal projections are illuminated in another.
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The various choices researchers are faced with and the consid-
erations that have to be taken into account are detailed in this
section.

2.1.1 Opsin Choice As reviewed in length in previous (Chaps. 2 and 3), a broad collec-
tion of opsins is available for researchers these days, and the variety
keeps growing continuously. Beyond the clear advantages of this
variety, for many investigators this endless range poses a problem in
selecting the right opsin for their experiment. Here, without nam-
ing specific opsins (as new ones are published very often), we will
provide the basic guidelines for choosing a suitable opsin, by the
nature of the modulation it induces, its speed, its wavelength
sensitivity, and the attached fluorophore, by answering the follow-
ing questions:

What do you want your opsin to do? That is the basic question
one has to start with when considering an opsin choice. Broadly
speaking, opsins can be divided into three major functional families:
(1) Excitatory opsins, which depolarize the neurons upon illumina-
tion. This is the largest family, offering the largest variety of choices.
These opsins are suitable for proving the sufficiency of activating a
certain neuronal population to generate a certain memory process,
or even by itself serve as a memory trace. However, as excitation

Fig. 1 Technical consideration when designing and executing an optogenetic memory study
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does not stop in the activated population, but can be transmitted to
downstream populations, within or between brain regions, the
results require careful interpretation. (2) Inhibitory opsins, which
actively hyperpolarize the neuron. These opsins are suitable for
proving a necessity of a certain neuronal population to memory
processes, as they allow one to silence a specific population. The
interpretation in this case is easier. (3) Cell signaling opsins do not
directly modulate the membrane potential, but rather activate
internal signaling pathways [5], which may in turn affect neuronal
activity by changing intracellular calcium levels and indirectly
induce spiking, for example.

How fast do you want your opsin to act? As discussed in previous
chapters, one significant difference between available excitatory
opsins is in their temporal dynamics. This choice is usually made
depending on the following parameters: (1) how fast do you want the
manipulation to be? This depends on your target neuronal popula-
tion. For example, to drive fast-spiking inhibitory neurons, a fast-
acting opsin, allowing the cell to follow a high-frequency light
stimulus [6], would be necessary. (2) How long do you want your
manipulation to last? If tethering the animal to a fiber poses a
problem to your experiment, you may choose to use a very slow
opsin (stable step function opsin, SSFO), in which case one short
light stimulus (that can be given outside of the testing apparatus)
will mildly activate the target population for over 30min [7]. In this
case, you do not directly control the spiking pattern of the cell, but
rather increase its responsiveness to the naturally occurring inputs it
receives. This variety in temporal dynamics is currently available
only for excitatory opsins.

What wavelength do you want your opsin to respond to? Your
opsin choice will determine the wavelength of the light stimulus.
Beyond the peak response to their optimal wavelength, opsins are
activated by a rather wide spectral range at lower efficiency, which
may still be strong enough to effectively change neuronal activity
[8]. As discussed in previous (Chaps. 9 and 10), different wave-
lengths penetrate the brain tissue at different efficiency: As a rule of
thumb, the lower the wavelength, the more temporally confined
your stimulation, and the higher the wavelength (towards red and
infra-red) the deeper and wider it will penetrate. Initially, excitatory
opsins were optimally activated by blue light, whereas inhibitory
opsins were most responsive to yellow/green illumination [8].
Today, red-shifted excitatory opsins, and blue shifted inhibitory
opsins are also available [7, 9–12]. It should be stressed again that
each opsin is activated by a wide spectrum of wavelengths, so if
attempting to combine two opsins activated by different peak
wavelength, one should go to the opposite extremes of each opsin’s
sensitivity distribution to avoid dual activation [7].
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How do you want to visualize your opsin? Opsins are usually
accompanied by a fluorophore, allowing their visualization during
or after the experiment. When choosing the fluorophore consider
these two questions: (1) What color do you want your fluorophore to
emit? This choice should be based on the following parameters:
First if there is any previously existing fluorescence in the brain (for
example, in transgenic lines expressing a fluorophore in a specific
neuronal population), choose an opsin attached to a fluorophore
emitting a wavelength as far as possible from the native one, to
facilitate the differentiation between the two. Second, if you wish to
visualize your opsin expression during the experiment, choose a
fluorophore for which the excitation light is as far as possible from
the excitation light of the opsin, in order not to affect neuronal
activity during imaging. (2) Where do you want your fluorophore to
be? The first opsins, and to date most opsins are fused to the
fluorophore, which means that the cells produce one big
protein—an opsin-fluorophore chimera. The advantages of this
configuration are: First, imaging the spatial distribution of the
fluorophore reports directly the position of the opsin and even
the smallest neuronal processes can be imaged when the opsin-
fluorophore chimera is expressed in them. Second, the intensity of
the fluorophore is a good indicator to the potency of the current
induced by opsin illumination [7]. The disadvantages of the chime-
ric configuration are: First, trafficking of the opsin to the membrane
is more demanding—as a bigger protein (including a fluorophore)
has to be shipped into place. Second, imaging the cell bodies
expressing the opsin is difficult, as the fluorophore does not fill
the cytoplasm, but is membrane-bound, thus it is hard to determine
where one cell ends and the other begins, especially in highly dense
regions. To overcome this problem and facilitate easier cellular
identification, one can use opsins that are expressed separately
from the reporter fluorophore, by inserting a P2A self-cleaving
protein sequence between the two [13]. Consequently, the opsin
and fluorophore are transcribed and translated together, and then
cleaved, providing a one to one expression ratio, in which the opsin
is expressed in the membrane, whereas the fluorophore remains in
the cytoplasm, expediting imaging [14]. Alternately, an internal
ribosome entry site (IRES) sequence can be inserted between the
opsin and the fluorophore, in which case they will be translated
separately, with a lower expression rate for the fluorophore [15].

2.1.2 Opsin Expression

Specificity

Genetically defined cell-type specificity can be achieved by three main
strategies: If the known unique promoter of a cellular population is
specific, strong and small enough it can be packed into the viral
vector together with the opsin gene, and directly drive expression
in the relevant cells [16] (see Chaps. 1 and 2). Such a strategy is
commonly used to target neurons (without differentiating between
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subpopulations, using the human synapsin promoter), excitatory
glutamatergic neurons (using the CamKIIα promoter), Hypocretin
neurons (using the Hcrt promoter), and astrocytes (using the
GFAP promoter). Alternatively, if the relevant promoter is too
weak to drive sufficient expression, or too large to be packed into
a virus, transgenic animals can be used. Several mouse lines expres-
sing opsins in the brain were developed [16, 17], but this approach
limits the use to the transgenically expressed opsin, and does not
allow the integration of newly generated opsins. A more versatile
strategy is to use transgenic mouse lines that express Cre recombi-
nase in a specific cellular population, and then introduce a virus
containing any opsin DNA in an inverted orientation, flanked by
two sets of incompatible Cre recombinase recognition sequences.
Only in those cells that transgenically express Cre will the DNA
sequence be flipped into the correct orientation, allowing transcrip-
tion of the coding region under a strong ubiquitous promoter [18].
This approach was widely used to target specific populations in
memory research, such as dopaminergic neurons (using TH-Cre
mice and rats), cholinergic neurons (using ChAT-Cre mice and
rats), parvalbumin interneurons (using PV-Cre mice), somatostatin
interneurons (using Som-Cre mice), and more.

Connectivity-defined specificity: Several virus-based techniques
now allow researchers to explore the role of specific cell populations
based on their connectivity to other cells. Some tools use viruses
that can cross synapses, whereas other tools that are becoming
popular directly target terminals.

To express an opsin in the cells that project to a specific popu-
lation, one can infect the target population with a pseudotyped
rabies virus, engineered for monosynaptic retrograde spread. The
cells forming synapses with the infected population will then
express whatever transgene is carries by the virus, for example Cre
recombinase [19, 20]. One can then inject a virus carrying a Cre-
dependent opsin to the somatic region of these presynaptic cells,
resulting in opsin expression in the neuronal population/s innervat-
ing the specific target that was initially infected with the pseudo-
typed rabies virus [19, 20]. Herpes viruses can also spread between
the infected neurons, both retrogradely and anterogradely. How-
ever, a specific herpes strain (the Bartha PRV strain) has a
retrograde-restricted spread, and can be used for neuroscience
research [19, 21] when inducing Cre expression, as explained
above for rabies.

In the techniques described so far viral vectors infect the cell
bodies and then travel retrogradely through synapses. Canine ade-
novirus (CAV) vectors, on the other hand are internalized directly
by terminals and then transported through axon to the soma [22].
Thus CAV injection to the target region (rather than a specific
target population) will result in Cre (for example) expression in
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the cell bodies of the infected projections, which can be subse-
quently transfected by a Cre-dependent opsin. This strategy was
already used in memory research to study ACC projections to the
hippocampus [23] and prefrontal projections to the amygdala [24].

Activity-defined specificity: New genetic tools now allow opsin
expression based on cellular activity, providing an opportunity to
specifically control a population of neurons that participated in a
certain behavioral task using optogenetics. Opsin targeting to
activity-defined populations can be achieved by using the cFos-
tTA mouse line, expressing a tetracycline transactivator (tTA)
under the promoter for the neuronal activity-dependent gene
cFos (see also Chap. 2). tTA is expressed in cells that were recently
active following a specific task. The cFos-tTA mice can be injected
with a virus encoding for an opsin, whose expression is controlled
by the tetracycline responsive element (TRE), which depends on
tTA binding to drive the opsin. Thus, neuronal activity will drive
the expression of tTA, which in turn will enable the expression of
the opsin in the active cells only. To restrict this expression to a
specific time windowmice are kept on a diet containing doxycycline
(Dox), which prevents tTA from binding to TRE. During the
activity of interest Dox can be removed, and consequently the
opsin will be expressed [25–31].

2.1.3 Illumination

Strategy

Early optogenetic studies have implanted cannulas above the target
region, and then inserted the optical fibers through them when
illumination was required [32]. Later, implantable fibers became
available, and replaced the cannulas. Briefly, a bare fiber is
implanted above the target region, with its polished top part
encased in a ferrule, and attached to the skull with dental cement
(seeChap. 13 for details). When illumination is required, this ferrule
is attached using a plastic sleeve to another ferrule, at the end of
the fiber coming from the light source [33–36]. Implantable fer-
rules are commercially available, and can also be fabricated in house
[36, 37].

The vast majority of experiments are performed using implant-
able fibers, connected to long optic fibers coming from the light
source. Wireless options are also available [38, 39], but as they are
yet to be used in memory research, we will not elaborate on them
here. Note that when using long-acting opsins, one can activate the
opsin before the memory testing or training, and have the animal
behave in the apparatus with no fiber attached.

2.1.4 Opsin Expression

and Light Targeting

After the choices of animal, opsin, and light delivery have been
made, one has to deliver the opsin and the light to the correct
location/s. Targeting the opsins surgically to the correct place is
performed in a standard stereotaxic injection surgery [40], as is the
fiber implantation. The first and simplest optogenetic studies
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in vivo were performed by expressing an opsin in a desired neuronal
population and then stimulating the cell bodies with light [18, 41,
42]. In such cases, the inputs from these cell bodies to all their
downstream target regions are modified. More recent studies are
targeting specific projections. This can be done by molecular meth-
ods (see above), or simply by injecting a virus to the cell bodies and
illuminating in the target region [23, 43]. This approach requires
careful control studies and cautious interpretation, as it is possible
for the spikes generated in the activated projections to antidromi-
cally activate the soma, and subsequently activate alternative pro-
jections from the same cell bodies, if such exist.

2.1.5 Control Groups As the surgical procedure, the light delivery and the expression of a
foreign protein are all significant processes that may affect behavior,
carefully designed controls are required to make sure that the
observed effects are due to the neuronal activity modulation itself.
The most straightforward and commonly used control, covering all
of these aspects, is to use a fluorophore-only group. In such cases,
the control animals are injected with a virus of the same type and
the same serotype, inducing the expression of the same fluorophore
that is attached to the opsin in the experimental group, but unac-
companied by an opsin. This group is then exposed to the same
illumination protocol and behavioral procedure as the experimental
group. As the surgical procedure, the virus infection, the expression
of a foreign protein, and the light exposure are almost identical,
whatever differences are observed from the experimental group can
be attributed to the activity of the opsin. Other control groups that
are sometimes used are: (1) Animals expressing the same opsin but
not receiving any light stimulation. This is not an appropriate
control, as the light can heat the brain mildly and thus directly
affect neuronal activity even when no opsin is present [44]. (2)
Animals expressing the same opsin, but exposed to light in a wave-
length outside the active range of the opsin. This is an acceptable,
but not commonly used control. (3) Animals receiving no virus
injection, and exposed to the same illumination protocol. This is
not an acceptable control, especially as fluorophore-only vectors are
now widely available, because the surgery and the expression of a
foreign protein may by themselves change the activity of the trans-
fected neurons. (4) When using Cre driver lines, Cre-negative
animals injected with the same vector as the experimental group,
which should result in no expression, and exposed to the same
illumination protocol. This is not an optimal control, as the expres-
sion of two foreign proteins (Cre recombinase and the injected
vector) may by itself change the activity of the transfected neurons,
so it is preferable to inject Cre expressing animals with a control
fluorophore-only vector.
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2.1.6 Timing

Considerations

When planning an optogenetic memory study, one should allow
enough time for the opsin to express and for the animal to recover
properly from surgery before commencing the behavioral experi-
ment. When targeting cell bodies, sufficient levels of expression can
be achieved in a few days to a few weeks (normally 3 weeks),
depending on the type of the virus and its serotype. In such cases,
the optical fiber can be transplanted in the same surgery as the
injection, thus allowing the animal to recover while opsin expres-
sion levels are established. When projections are targeted, expres-
sion takes a longer time to accumulate in sufficient levels in distant
processes, which could take 2–4 months. In such cases, it is advis-
able to implant the fiber in a separate surgical procedure ~2 weeks
before commencing the behavioral experiment. This way, one
makes sure that the implant will not be damaged before the experi-
ment on the one hand, and that the animal has enough time to
recover from surgery on the other.

2.2 Common

Memory Testing

Paradigms

2.2.1 Fear Conditioning

and Extinction

Classical fear conditioning (FC; Fig. 2a) is a common powerful
experimental model for studying the neural basis of associative
learning and memory formation in mammals [45–47]. The simul-
taneous presentation of a neutral conditioned stimulus (CS) of any
sensory modality (auditory, visual, olfactory. . .) and an aversive
unconditioned stimulus (US) renders the formerly neutral stimulus
a frightful quality, so that even when it appears by itself, without the
aversive stimulus, it will elicit a fearful conditioned response.

Fear conditioning can be rapidly formed in humans and ani-
mals, even following a single conditioning trial, and is usually
maintained for long periods. In rodents, the dominant behavioral
fear response is freezing (complete immobility), and the most
commonly used aversive stimulus is the delivery of a weak short
electrical shock [48]. Other versions of the paradigm can be per-
formed in head-fixed animals, in which case the conditioned
response will be inhibition of an appetitive behavior like liquid or
food consumption [49].

The conditioning process itself (i.e., the association between
the neutral and aversive stimuli) is mediated primarily by the amyg-
dala [45–47]. By using different types of conditioned stimuli the
fear-conditioning paradigm enables differentiation between hippo-
campal dependent and independent functions: When a simple per-
ceptual conditioned stimulus (such as a light or an auditory cue) is
used, the hippocampus is not required. However, when the
conditioned stimulus is a new environment, a mental representa-
tion of this new context has to be created, so that the amygdala can
associate this representation with the aversive stimulus; this func-
tion depends on hippocampal functioning [46, 48, 50]. In the most
commonly used version of the fear conditioning paradigm, animals
are placed in a novel conditioning cage, in which they hear an
auditory tone, followed by a short foot-shock. Thus, the animal
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can associate the aversive stimulus with the new context as well as
with the tone. To test contextual fear conditioning, animals are
placed again in the original conditioning cage, and freezing is
measured. This task is hippocampal dependent, as it cannot be
performed following hippocampal lesions [48] or following opto-
genetic hippocampal inhibition [51, 52]. To test the hippocampal-
independent auditory-cued fear conditioning, freezing is measured
when the tone is sounded in a differently shaped context. In this
case, hippocampal lesions, or optogenetic hippocampal silencing
have no detrimental effect on performance level [47, 48, 50, 51,
53]. Lesions to the amygdala, or optogenetic amygdalar silencing,
on the other hand, impair both auditory-cued, and contextual FC
[51].

Following the acquisition and recall of the conditioned fear, the
FC paradigm then offers access to an additional kind of learning—
extinction. In such experiments, the conditioned response to the
CS is gradually extinguished by repeated exposure to the CS with-
out co-incidence with the US. Extinction does not represent

Fig. 2 Common memory testing paradigms. (a) Fear-conditioning*. (b) Water maze. (c) Barnes maze. (d) Novel
object recognition. (e) Social recognition. *Replicated, with permission, from Goshen, Trends in Neuroscience,
2014
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forgetting, but rather learning that a previously fearful stimulus is
actually safe, at least in the extinction context. This extinction
process depends on a complex neuronal circuit, involving the pre-
frontal cortex (PFC), and optogenetic studies are now testing the
functional connection to/from the PFC in extinction learning.

The major strengths of the FC model are the simplicity of the
task, the defined anatomy of the basic neuronal circuit, and the
well-defined temporal separation between different stages of mem-
ory: acquisition, consolidation, and recall. Due to its simplicity, this
paradigm has been the most extensively used in combination with
optogenetics both in the regular [7, 17, 24–31, 51, 52, 54–79] and
the appetitive behavior inhibition [23, 80–82] versions.

2.2.2 Spatial Navigation

and Memory

The water maze paradigm (Fig. 2b), developed by Morris et al. [83]
provides insight to spatial learning and memory, procedural
learning, and learning flexibility. In this task, animals are placed in
a circular water pool and trained to find an escape platform, located
at a particular spatial location by using extra-maze visual cues. The
latency to find the hidden platform serves as an indicator for the
learning process—the stronger the memory, the faster the animal
will reach the platform, improving from trial to trial. In the
hippocampal-dependent task, the platform remains in a fixed posi-
tion, but the entry point to the maze is randomly changed from
trial to trial. Hippocampal lesions abolish the ability to navigate in
the maze [84]. In the non-spatial (hippocampal independent) ver-
sions either the platform is visible above water surface, or the entry
point does not vary between trials, thus spatial learning is not
required, and only procedural learning is required (climbing the
platform in order to stop swimming and be removed from the
maze), and rodents acquire this learning rapidly.

Following the full acquisition of the spatial task, a probe test
(also known as transfer test) can be performed to examine the
memory of the platform location: The platform is removed from
the maze, and the animal is placed in the maze for a short trial, in
which the time it swims in the quadrant in which the platform was
located, or the number of times it crosses the former location of the
platform, are measured [83]. Additionally, reversal learning trials
can be performed, in which the hidden platform is moved to a
different location, and the animal’s ability to update the former
learning is tested. The water maze is a commonly used, and rela-
tively easy to perform and interpret, but involves high stress levels.
On the one hand, the stress motivates the animals to find the
platform, which is why performance relies on water temperature,
and animals learn slower when the temperature is pleasant [85]. On
the other hand, optogenetic effects on stress rather than on cogni-
tive performance must be controlled for. The coming paragraphs
will describe less stressful spatial memory tasks. Another challenge
when using the water maze with optogenetics is that mice (but not
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rats) may find it difficult to swim when carrying the weight of an
implant and of the light deliver fiber connected to the light source.
For these reasons, this paradigm was not extensively used in com-
bination with optogenetics [86, 87].

The Oasis Maze is a dry version of the water maze, in which
thirsty animals have to find a well containing a small water reward in
a circular arena containing hundreds of other empty wells, by using
extra-maze visual cues [88]. The latency to find the correct hole or
the number of errors (nose pokes in wrong holes) serves as an
indicator for the learning process. The oasis maze task is suitable
for use with optogenetic manipulation, but requires extensive pre-
training trials (in order for the animals to learn to find water in the
maze, regardless of location), and then a longer training protocol
than used in the water maze.

The Barnes Maze [89] (Fig. 2c) is a dry elevated brightly lit
circular arena, with ~20 holes around its circumference, one of
them leading to a dark escape box, which the animal has to find
by using extra-maze visual cues. As rodents prefer narrow dark
places, and find open bright spaces aversive, they are motivated to
find the location of the escape box. This paradigm involves only
mild stress, and does not require any previous deprivation, which
makes it cleaner in terms of stress-related effects on the one hand,
but also decreases the motivation of the animals to acquire the task
on the other. The latency to find the correct hole or the number of
errors (nose pokes in wrong holes) serves as an indicator for the
learning process. In a probe trial, entry to the escape box is blocked,
and the number of nose pokes into holes in the target quadrant is
quantified. Whereas the learning trials of this paradigm would be
very challenging to combine with optogenetics (the fiber may be
damaged when the mouse enters the escape box), the probe trial
can be performed under optogenetic manipulation [86].

The radial arm maze [90] is another spatial memory task, in
which the animal does not freely explore an open arena (as in the
water or Barnes mazes), but its movement is restricted to closed
arms (usually 8 of them). This makes performance easier to quantify
manually in a nonbiased way even without an automated tracking
system, by simply counting arm entries.

2.2.3 Recognition

Memory

Novel object recognition (NOR; Fig. 2d) is a memory task for objects
or their location [91]. In the training trial, the animal is exposed to
two unfamiliar objects (chosen based on similar average exploration
levels in calibrations trials). In the testing trial, which can be per-
formed minutes to hours later, one of the objects is either replaced
or moved to a different location. In the object recognition version,
one object is replaced with a different object, and this newly pre-
sented object attracts more exploratory behavior than the previ-
ously encountered object, because of its novelty. In the novel object
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location version, the two objects presented in the training trial
remain the same, but one of them is moved to a new location.
This novel spatial position attracts more exploratory behavior from
the animal. NOR is easily quantified either manually or automati-
cally, and is very simple to execute. However, it involved minimal
motivation levels, and in some mouse strains there is not enough
exploration in the training to support recognition in the test. Rats
normally show more robust exploration. This method was already
successfully combined with optogenetics [81].

Social recognition (SR; Fig. 2e) is a similar task, in which the
exploration motivation is increased by using social targets as the
recognition objects [92]. As social memory has higher significance
than neutral object recognition (as it may be a source of mating or
threat, for example), it can last for much longer periods of time.
Social recognition is easily quantified manually with no special
equipment, and was already successfully combined with optoge-
netics [93].

2.2.4 Operant

Conditioning

In operant conditioning, animals gradually learn to perform a
certain action (lever press, direction choice in a maze. . .) in order
to receive a reward or avoid punishment. This learning is achieved
by introducing the desired outcome when the correct behavior is
performed. As opposed to classical conditioning (like FC) in which
the measured behavior is natural and reflexive, and thus can be
acquired in a single trial, the operant acquisition process is longer,
requiring tens to thousands of exposures, depending on the com-
plexity of the task. Operant conditioning tasks are usually employed
in attention and reward studies, rather than memory research per
se, and thus will be less elaborated in this chapter.

In simple Operant conditioning the animal has to learn to
perform a certain activity (e.g., lever press) in order to receive a
reward. Originally, the rewards were “real” (food, drink..), then it
was shown that animals can be trained to perform an activity in
order to receive electrical or chemical brain stimulation [94], and
recently optogenetic activation of dopaminergic neurons was also
shown to induce operant conditioning [33]. This technique is
commonly used to study reward circuitry, and was extensively
employed together with optogenetic manipulation [33, 95–99].

In working memory tasks, another degree of complexity is
introduced. Now, to be rewarded, the animal does not only have
to perform the correct action, but also to preform it only when an
additional cue is presented. For example, in delayed nonmatch to
place tasks, the animal has to take the correct turn in a maze based
on a stimulus presented at a different location than the turning
point, or even based on the location of the reward in the previous
trial (like in the Tmaze alternation task). Such tasks were repeatedly
used in combination with optogenetics [100–104], and in one
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interesting study, the optogenetic manipulation itself served as
the cue, based on which the animal has to choose the correct
response [77].

2.2.5 Other Memory

Tasks

Various other memory tests, like the Y, H and crossword mazes
exist, and were used together with optogenetic manipulations
[105–107].

Of special note is the emerging option of performing many of
the above-mentioned paradigms using a touchscreen system, in
which visual objects are presented to rats or mice, which in turn
have to react by touching the screen in a correct location. Such a
system can be used for operant conditioning, object recognition,
and even spatial learning [108, 109]. This system is not yet in wide
use, but it is clearly very suitable to combine with optogenetics as it
requires less movement than “real” tasks. To date, only a single
published research employed the two technologies (touchscreen
and optogenetics) together, to perform an object recognition task
[110].

2.3 Apparatus

Modifications for

Optogenetic

Experiments

Most optogenetic studies are performed with the animal connected
to the light source via an optical fiber. Thus, the testing apparatus
has to be modified to allow a smooth movement of the fiber
together with the animal, and protect both from unnecessary
strain. In addition, the fiber adds a significant visual noise that can
affect automatic tracking. These technical issues and ways to limit
their effects are discussed in this section.

2.3.1 Free Movement

and Protection for Both

Fiber and Subject

Clear a fiber path: The first step in making your behavioral setup
optogenetics-compatible is cutting a hole (or preferably a groove)
in the top of the apparatus, to allow the connection of the free fiber
coming from the light source to the fiber implanted in the brain of
the behaving animal inside. Note that in tasks that have an auditory
component (like fear conditioning, and some operant tasks) this
will render the behavior box not sound-proof.

Use an optical commutator: In long-duration tasks that last
more than a few minutes, and require a lot of movement or
extended training (e.g., operant training) or in tasks that are motor-
ically demanding (e.g., water maze), it is advisable to use a commu-
tator between the light source and the mouse. The commutator
will allow a smooth rotation of the fiber, which has two benefits:
First, it puts less mechanical strain on the animal’s head, and when
mounted on a counterbalanced arm it carries a significant portion
of the fiber’s weight. Second, the commutator reduces the strain on
the fiber, thus extending its life span. Using a commutator also has
its prices, though: First, financial. A good commutator will cost a
few hundred dollars (and combined with an electrical
commutator—a few thousands). Second, adding another fiber cou-
pling point to the optical system will reduce the light intensity by
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tens of percent. When using a laser as a light source this will not be a
problem, as most lasers emit light intensities that are orders of
magnitude higher than needed at the tip of the fiber. When using
an LED device, especially for wavelengths in the green-yellow
range that tends to be of lower power, this may pose a serious
problem. Third, if the optic fiber is additionally used for fluoromet-
ric Ca2+ recordings, loss of emission light due to the commutator
may be critical (see Chap. 13).

Use the right fiber length: Beyond the optically relevant proper-
ties of the fiber (like diameter and numerical aperture) it is impor-
tant to consider simple physical parameters. First, the fiber length
should allow easy free movement of the animal, and enable it to
cover the whole apparatus (see Fig. 3a). The fiber should not be too
short, and thus limit exploration (Fig. 3b). On the other hand, it
should not be too long, such that it tangles and puts extra weight
and strain on the animal as the trial progresses and more loops are
twisted (Fig. 3c). Another disadvantage of excess length fibers is
that it makes them accessible to the animals to chew on.

Fig. 3 Apparatus modification for optogenetic memory research. Panel A is modified, with permission, from
Witten et al., Neuron, 2011
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Use the right fiber coating: choosing the coating will affect both
the animal’s performance and the duration of the fiber’s life. In
order to conceal the light from the animal subject, it is advisable to
use a fiber with an opaque, dark colored coating. However, this
coating should be of minimal diameter (and thus minimal weight),
in order not to put unnecessary strain on the animal. Often the
default coating of a fiber is a thick protective sleeve (Fig. 3d) that is
too heavy for a mouse to carry. Such a fiber will not pose a problem
for a rat, and in fact, it is advisable to use even bigger fiber protec-
tion (like a protective metal spring) when performing long-
duration experiments in rats [33], to prevent chewing.

2.3.2 Tracking System

Adjustments

The presence of a visible fiber can pose a serious problem for
tracking systems in the quantification of various parameters, espe-
cially those quantifying lack of movement (freezing), but also pre-
cise locations. For possible strategies to minimize these effects, see
Note 1.

2.4 Post-

Experimental

Verification

After collecting the necessary behavioral data one has to verify that
indeed the observed differences represent a causal effect of opsin-
induced neuronal modulation on cognitive performance. In simple
terms, you have to show that your opsin is expressed in the correct
cell population and in the right location, that your fiber is appro-
priately positioned, and that the effects on neuronal activity are as
expected. These requirements are met by following these steps:

2.4.1 Verify that Your

Opsin Is Expressed as

Planned

This step is performed at the very end of the experiment, after all
behavioral and physiological exams are done. For histological anal-
ysis perfuse the animal first with PBS to wash auto-fluorescing
blood cells, and then with paraformaldehyde to fix the tissue.
Then slice the brain and image the spread of the fluorophore to
assess the location, strength and expression pattern of the opsin.
This verification is important for several reasons. For example: (1)
Partial expression that does not cover your entire target region may
distort your results. (2) Extensive expression that spreads to neigh-
boring regions adjacent to the target one can introduce a bias. (3)
High expression levels of a foreign protein can sometimes result in
cell death, which may alter your results. Note that this step should
be performed in a few animals before attempting the behavioral
experiment, to confirm that the virus spreads correctly, and com-
bined with immunohistochemistry to assure high specificity and
penetrance (see also Chap. 8). These parameters often vary between
regions, so good penetrance and specificity in one region does not
assure the same in a different region, even when using exactly the
same animal model, the same opsin and the same viral vector.
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2.4.2 Verify that Your

Fiber Was in the Correct

Location

The fiber track is easy to observe in fixated brain slices. Make sure
that your fiber was indeed placed above the target region; close
enough to provide ample illumination, but far enough not to
physically damage the area.

2.4.3 Verify that Your

Opsin Is Producing the

Expected Effect on

Neuronal Activity

It is crucial to show that the opsin is producing the expected effect.
This point is not trivial, as the same opsin can have different effects
in different brain regions. Effects on activity can be shown by
electrophysiology or calcium imaging, either in-vivo or in brain
slices. These verifications can be performed before or after the
behavioral experiment.

2.5 Good Citizenship

in the Scientific

Community

As the complexity of experiments continuously increases, research-
ers should be careful not to neglect to carefully document and
report even the smallest technical details in order to make it easier
for their fellow scientists to accurately understand and successfully
replicate their results. For example, one should estimate as precisely
as possible the size of the modulated area. The spread of opsin
expression can be easily quantified, and the parameters governing
light spread through the brain tissue are generally known, allowing
a good estimation of the upper boundaries of the modulated area
size. However, this data is often missing from papers, making it
difficult to precisely interpret and compare them (see also Chap.
8 for concepts estimating the scope of optogenetic network
activation).

3 Challenges and Limitations

Optogenetics offers a variety of advantages, described throughout
this review. However, one should keep inmind that this technique is
not free of limitations. This section details the major conceptual and
technical challenges, possible ways to overcome them, where such
exist, and suggestions for careful interpretation in light of the above.

3.1 Your

Manipulation Is Now a

Part of the Memory

3.1.1 Illumination as a

Learning Cue

Several memory tasks, especially those involving conditioning, rely
on association between sensory cues. One should always bear in
mind that the illumination used for activating the opsin can, by
itself, serve as a learning cue. The solution to this obstacle is to mask
the opsin excitation light. This can be done in different ways: First,
use a fiber with a dark coating. This will block the light coming
from the fiber itself, but will sometimes leave some residual visible
illumination through the coupling sleeve between the implanted
fiber and the fiber coming from your light source. Some light from
the lower part of the implanted fiber can also leak through dental
cement cap holding the implantable fiber into place—which can be
solved by painting it black with a marker during surgery, while it is
drying. These solutions are usually sufficient. However, in tasks that
attempt to compare behavior between light ON and light OFF
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trials within subjects, additional masking is required. In such cases,
opsin illumination is masked by a bright light that is presented at all
trials (with and without opsin illumination), thus hiding the lower
intensity light leak.

3.1.2 Neuronal Activity

Modulation as a Cue

Many studies had shown that just as animals can sense external
physical stimuli in different modalities and use them as learning
cues, they are also capable of sensing neuronal activity in the
absence of real external stimuli, and change their behavior in
response. Thus, not only the visible light itself, but the modulation
of neuronal activity per-se can serve as a learning cue. Indeed, as will
be detailed in the following section, several optogenetic studies had
demonstrated behavioral consequences to neuronal manipulation
in the absence of other cues. For example, amygdalar and cortical
stimulation can directly induce fear [54, 55, 62], and thus serve as
an independent US [62, 111]. Light stimulation can also serve as a
“sensory” CS [112], and mice can even sense reduction in neuronal
activity, and use it as a learning cue [77].

3.2 General

Challenges in Using

Optogenetics

3.2.1 Noninvasive? Very

Invasive!

Compared to physical lesions, and big-diameter cannulation for
pharmacology, optogenetics is considered less invasive. However,
optogenetics requires fiber insertion into the brain, usually com-
bined with intracranial virus injection. These technical issues are the
simplest to control for. First, the effect that a strong expression of a
foreign protein may have on cellular function should always be
controlled for by expressing a fluorophore alone under the same
promoter in the control group. Second, as new red-shifted opsins
are developed, the fiber position can move farther away from the
area of interest (even above the dura, e.g., [7]), because longer
wavelengths better penetrate the tissue. Hopefully, within a few
years fiber implantation will become redundant.

3.2.2 Cellular Specificity

in Light of Inherent

Complexity

A major strength of optogenetics is the ability to perturb the
function of a specific neuronal population in real time. However,
one should keep in mind that what is considered to be specific at
this point in time will not necessarily stay so, and that specificity
may sometimes lead to the wrong (or at least limited) conclusions.

Population specificity is a dynamic concept that changes
throughout scientific history. In the past, neurons were considered
a discrete population (as opposed to glia), then came the differen-
tiation between excitatory, inhibitory, and neuromodulatory neu-
rons, and their subpopulations. However, even if the tools to
genetically distinguish between subpopulations even further do
not yet exist, it is clear that there are many more sub-classifications
to be made within “specific” populations, based on location, anat-
omy, and function (see also Chap. 2). For example, whereas dopa-
minergic neurons are considered a “specific” population (the
shared genetic marker with noradrenaline aside), they were recently
demonstrated to secrete not only dopamine, but in some cases
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co-release glutamate too, and in other cases GABA [113–116].
With the development of novel tools to target overlapping (or, if
desired, nonoverlapping) neuronal populations [117], this prob-
lem will be easier to tackle.

Another problem is that most likely normal activity in brain
circuits is based on the combined simultaneous contribution of
several cell types, and that combinatorial manipulation of two (or
even more) distinct populations will provide a deeper understand-
ing of the natural circuit. As the optogenetic toolbox is expanding
to include opsins with a wide range of spectral sensitivity, such
experiments gradually become possible (e.g., [7].), as several opsins
with different spectral preference are used together in different
populations. Such experiments bring us closer to a more natural
circuit perturbation.

3.2.3 Real-Time

Manipulation, But Not

Necessarily in a

Physiological Pattern

The major obstacle in optogenetic excitation is that the illuminated
neurons are simultaneously “locked” into a certain frequency.
Optogenetic activation in vivo is currently achieved by using con-
stant frequencies (changing between, but not within, experiments)
of square light pulses, illuminating relatively large populations.
Such illumination does not provide a good resemblance to real-
life stimulation patterns in a specific region (and certainly not in a
specific cell). This is the hardest challenge to control for, as no
alternative illumination options are currently available for in vivo
use. As the differences between simple tonic and phasic stimulation
patterns yielded interesting insights [18], further increasing the
complexity of the light stimulus by varying the frequency and
intensity within the stimulation pattern, as in dynamic clamp
[42], may yield interesting results. Similarly, future in vivo applica-
tion of patterned illumination of specific neurons will also bring us
closer to a true perturbation of complex circuits [118, 119] (see
Chap. 10).

3.2.4 Brief

Illumination—Permanent

Effect?

Surprisingly little is known about the long-term effects of optoge-
netic stimulation. However, it is likely that a modulation that
efficiently recruits a population of cells will result in plastic changes,
especially as ChRs allow a direct influx of Ca2+ through the channel,
which may directly influence long-term processes in the cell. A few
studies have already shown that optogenetic activation can inde-
pendently alter neuronal networks in culture [120] and support
LTP in slices [121]. Recently, a causal in vivo demonstration of the
effects of optogenetic LTP and LTD protocols on behavior was
provided [82]: Nabavi et al. [82] inactivated auditory fear condi-
tioning expression by optogenetic LTD stimulation to auditory
projections to the amygdala, and then reactivated fear memory by
delivering an LTP illumination protocol to the same projection.
Interestingly, effects on synaptic plasticity were also observed
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following neuronal inhibition with NpHR, as a result of changes in
the GABAA receptor reversal potential [122]. Thus, optogenetic
manipulations may remodel the perturbed circuit during the exper-
iment. This issue cannot be avoided, but can be monitored by
comparing baseline and post-illumination neuronal activity and/
or behavior whenever possible.

4 Achievements in Optogenetic Memory Research

Despite the vast repertoire of pioneering works examining learning
and memory, many unsolved mysteries remained, especially
concerning the real-time involvement of specific neuronal popula-
tions in normal hippocampal functioning. Some of these mysteries
became clearer in recent years thanks to the incorporation of opto-
genetics into the field of memory research, whereas others
emerged, to be tackled in the future.

While by nomeans intended to provide a comprehensive review
of the field, this section of the chapter presents and examines a few
of the major findings, revealing the roles of distinct neuronal popu-
lations, specific brain regions and defined projections in memory
processes.

4.1 The Role of the

Amygdala in Fear

Memory

As the amygdala is the core player in fear acquisition and expression
[45], extensive effort was invested in studying its role in FC using
optogenetics. The first basic question to answer was - is the amyg-
dala sufficient to independently support fear? Several studies [54,
62, 63] used optogenetics to directly stimulate, or indirectly disin-
hibit amygdalar nuclei to demonstrate their ability to directly
induce fear [54, 62] (but see [60]). Amygdala stimulation can
even serve as an independent US when paired with a tone, i.e., it
induced conditioned fear of the tone at a later time point, when
illumination was absent [62]. Based on previous studies using other
techniques, the amygdala was thought to be necessary for FC, and
indeed, optogenetic studies also supported the role of the amygdala
in fear memory acquisition and retention [51, 59, 63, 81]. Of
special interest are studies that pointed to specific neuronal popula-
tions that are involved in amygdalar fear learning [63, 64, 69]. For
example, differential roles were shown for two different interneu-
ron populations (PV and somatostatin) in the amygdala: These
populations respond differently to the US and CS, and gate the
activity of amygdalar excitatory neurons in response to these sti-
muli, thus supporting associative learning [69]. A recent work
perturbed the specific conditions for lateral amygdala activity dur-
ing conditioning and showed they abide hebbian rules: first, the
lateral amygdala (LA) must be active during the time the US is
presented, as if the LA is inhibited with ArchT illumination just
during the few seconds the aversive stimulus is present fear memory
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is significantly reduced [73]. Second, if the activity in the LA is
increased using ChR2 during the presentation of a weak US, the
conditioning will be strengthen [73].

4.2 Diverse Roles for

Hippocampal

Subregion,

Dorsoventral

Variations, and

Specific Neuronal

Populations in Memory

The hippocampus is comprised of several subregions with known
connections, but most past works had tested the involvement of the
hippocampus as a whole in memory [123], and only few studies
(e.g., [124–126]) focused on specific regions. Optogenetic experi-
ments have shed light on differences between the roles of the
primary region to receive information from the cortex (dentate
gyrus, DG), CA3 region, and the final region in hippocampal
processing (CA1) in memory, and demonstrated the involvement
of specific cell populations in memory processes. Additionally, it
showed functional differences between dorsal and ventral
hippocampi.

The exclusive role of CA1 in fear memory acquisition was
demonstrated in the past using CA1-specific NMDA knockout
[124], and lately its real-time contribution was tested by targeting
pyramidal neurons throughout the dorsal CA1 with the inhibitory
opsin NpHR [51]. Another study disturbed the normal function of
CA1 not by inhibiting this region, but rather by increasing its
activity by NpHR inhibition of somatostatin-expressing dendrites
in CA1, causing disinhibition of the pyramidal neurons [80]. This
manipulation also resulted in fear acquisition impairment [80].
Together these two experiments show that any deviation from the
normal function of CA1 neurons (either inhibition, or excitation
via disinhibition) during FC acquisition results in impaired perfor-
mance, demonstrating the importance of this region in condition-
ing. CA1 is also important for the process of reconsolidation, as
when CA1 neurons are inhibited with ArchT right after re-exposure
to the conditioning chamber, memory on the next day is impaired
[74].

When light was delivered to mice expressing NpHR [51] or
ArchT [17] in the CA1 during recall (rather than acquisition), the
memory that had been previously present became unavailable
under illumination. Recall can also be prevented using a more
subtle manipulation; not by inhibiting CA1 activity in general,
but by specifically inhibiting the small population of CA1 cells
that were specifically involved in encoding the conditioning context
[28]. Thus, CA1 excitatory neurons are involved in both acquisition
and recall of contextual fear memory. This, however, is not the case
for the DG. Kheirbek et al. [52] expressed opsins specifically in DG
granular neurons using the proopiomelanocortin (POMC)-Cre
mouse line [125]. When the activity of dorsal DG neurons was
inhibited by NpHR during contextual FC acquisition, memory was
impaired, but when the DGwas inhibited during memory recall, no
effect was observed [52].
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Conversely, DG activation by illumination of ChR2-expressing
DG granule cells during conditioning disrupted both acquisition
and recall [52, 127]. When DG activation was indirectly induced,
by inhibiting hilar GABAergic inputs to granular cells using NpHR
[87], recall of the position of an escape platform in a water maze
probe test was impaired, but no effect on the gradual acquisition of
spatial memory was observed [87]. Furthermore, DG inhibition
had no effect on the gradual acquisition or retrieval of active place
avoidance, where mice were trained to avoid a stationary shock
zone in a circular arena [52]. When the position of the shock
zone was switched, requiring a rapid encoding of a new contin-
gency and resolution of two conflicting memories, DG inhibition
resulted in a marked cognitive impairment. Together, these data
suggest that the DG is necessary for rapid memory acquisition and
cognitive flexibility, but not for gradual memory acquisition or the
recall of established memories. The latter, however, can be dis-
turbed by nonsense hyper-activation of the DG during recall.

Interestingly, when NpHR was used to unilaterally inhibit CA3
neurons in either the left or right dorsal hippocampus, short-term
memory was impaired, as demonstrated using a T maze. However,
associative spatial long-term memory was only impaired by CA3
silencing on the left, whereas right CA3 silencing had no effect,
showing a surprising left-right asymmetry [104].

To conclude, it seems that both DG and CA1 are necessary for
the acquisition of contextual memory traces. However, during
recall CA1 is necessary whereas DG silencing has no effect. What
could be the reason for that difference? There are several structural
and functional differences between DG and CA1 that may contrib-
ute to the different roles these regions play in contextual memory.
One unique characteristic of the DG is neurogenesis; the continu-
ous differentiation and integration of newly formed neurons into
this structure. Ablation of these new neurons results in memory
impairments, and their function evolves as they integrate into the
existing network [128, 129]. Newly formed DG neurons can be
targeted by retroviruses (which only affect dividing cells). Using
this method, Arch was targeted to newly formed neurons. Four
weeks later, mice were trained in a FC paradigm, and the 4-weeks
old neurons were optically inhibited during recall, resulting in
impaired contextual memory [58].

Based on the great variance in afferent and efferent connectivity
along the dorsoventral axis of the hippocampus, it was hypothe-
sized that the dorsal and ventral hippocampi also have different
functions. Specifically, the dorsal hippocampus projects extensively
to associative cortical regions, suggesting a role for this area in
spatial and contextual memory, whereas the ventral hippocampus
projects to the PFC, amygdala, and hypothalamus, suggesting a
role in emotional processing. Indeed, most studies had shown
disrupted spatial memory after dorsal hippocampus lesions, while
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lesions of the ventral pole spared spatial learning but had an anxio-
lytic effect [130]. However, other studies reported opposite results
[130]. These open questions were addressed by using optogenetic
manipulation of either the dorsal or ventral DG, and testing the
effect of illumination on cognitive and emotional behaviors. As
detailed above, dorsal DG was shown to be involved in contextual
FC acquisition and in the resolution of conflicting memories [52].
Ventral-DG manipulation, on the other hand, had no effect on
contextual memory acquisition, but had a striking effect on emo-
tional behavior: Ventral DG excitation with ChR2 exerted an anxi-
olytic effect in two different tests of anxiety, the elevated plus maze
and the open field [52]. Conversely, ventral DG inhibition with
NpHR had no effect on anxiety, suggesting this region is not
necessary for the expression of baseline anxiety levels [52]. To
conclude, this study used both inhibition and excitation of either
the dorsal or the ventral DG, to demonstrate the changing roles
performed differentially by the hippocampus along its dorsoventral
axis.

4.3 Different

Retrieval Strategies for

Recent and Remote

Memories

Many findings from both human studies and animal research sug-
gest that long-term contextual fear memory consolidation requires
early involvement of the hippocampus, later replaced by the neo-
cortex: Hippocampal lesions impair memory 1 day after training,
but the same lesions have no effect on memory several weeks after
training [131]. Conversely, nongraded retrograde amnesia was
reported in some human patients and in animal studies involving
extensive hippocampal damage. These seemingly conflicting find-
ings have led to the “multiple trace theory”, suggesting that in the
process of system-wide consolidation the memory is not merely
transferred from the hippocampus to the cortex, but rather trans-
formed, and possibly saved in different variations in several cortical
regions, and remain available, with continuous interplay [132,
133].

The groundbreaking studies on the circuitry of remote mem-
ory involved lesion studies (physical, pharmacological and genetic),
which lack fine temporal resolution [125, 134–136]. Surprisingly,
real-time optogenetic CA1 inhibition during contextual recall also
blocks remote fear memory when administered 4–12 weeks after
acquisition [51], suggesting a permanent role of the hippocampus
in memory recall, as long as a memory trace exists. Furthermore,
remote fear memory expression could be interrupted even after the
context was already recalled, by optogenetic CA1 inhibition in the
midst of a recall session, which resulted in an immediate termina-
tion of the fear response [51]. Thus, CA1 is necessary not only for
the recall of remote memories, but also for their maintenance
throughout the recall session. The reason for the contradictory
results obtained using optogenetics vs. pharmacological and
genetic studies may be the temporal precision of the former
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technique: pharmacological or genetic manipulations are orders of
magnitudes slower than the typical neuronal activity, and thus allow
compensatory mechanisms to commence before the behavioral test
takes place. Indeed, when illumination was delivered in a pharma-
cological timescale (for 30 min before testing as well as during the
test) to allow time for compensatory mechanisms to be engaged, no
effect on recall was observed, whereas precise illumination dis-
rupted recall [51]. In this case, the use of optogenetics resulted in
modification, rather than validation, of a long-standing hypothesis,
by showing that contrary to the prevalent belief of a gradual transi-
tion from hippocampal-mediated recall of recent memories to
cortical-mediated recall of remote memories, the hippocampus is
in fact the default activator of contextual memory traces at all time-
points.

4.4 Cortical

Involvement in

Learning and Memory

Frontal cortical regions are involved in a variety of cognitive pro-
cesses (e.g., executive functions, attention, decision making) [137];
however, this short section will focus exclusively on their role in fear
memory. The importance of frontal cortical areas like the ACC and
PFC to systems consolidation and FC extinction was well estab-
lished in the past decades [46, 131, 138]. Recent optogenetic
studies support these findings and provide insight to the modula-
tory processes affecting them.

Fear acquisition (auditory-cued and contextual) was severely
impaired by prolonged hyper-activation of pyramidal neurons using
a slow ChR2 variant (stable step function opsin, SSFO) during FC
[7], probably due to masking of the informative PFC trace with a
noisier opsin-induced signaling.

Optogenetic inhibition of mPFC excitatory neurons with
NpHR during FC acquisition also impaired associative memory
formation as measured both 1 day and 30 days after conditioning
[76]. The PFC was also implicated in trace FC by optogenetically
inhibiting this area using ArchT during the “trace interval”, a 20 s
delay between the CS (auditory cue) and the US (electric shock).
PFC inhibition at that specific time significantly impaired acquisi-
tion [139], providing yet another powerful demonstration of the
power of temporal precision when using optogenetics.

Parvalbumin-expressing (PV) interneurons in the PFC were
shown to inhibit fear expression, as their optogenetic inhibition
using Arch (subsequently dis-inhibiting pyramidal PFC neurons)
resulted in spontaneous fear expression, and could even induce
place aversion [55]. Optogenetic activation of PFC pyramidal neu-
rons can also serve as an independent conditioned stimulus and
support delayed eye blink conditioning [111]. Furthermore, acti-
vation of PV neurons in the PFC with ChR2 (consequently inhibit-
ing pyramidal neurons in this region), reduced conditioned fear
expression [55], as did specific inhibition of the prelimbic (PL)
prefrontal cortex [140]. However, directly inhibiting the
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infralimbic cortex (IL) with NpHR had no effect of fear expression
during retrieval [72], fear acquisition was not affected by optoge-
netic activation of PV neurons in the PFC [7], and fear retrieval or
expression was impaired in rats by activating IL during the tone
presentation with ChR2 [72]. These seemingly contradicting
results will surely be followed up by future experiments in an
attempt to resolve them. For example, studies focusing on specific
projections to or from the PFC. One such paper had shown differ-
ential effects of optogenetic silencing of different projections from
PL [140]. Specifically, silencing the PL projections to the paraven-
tricular nucleus of the thalamus (PVT) impaired retrieval days but
not hours after training, whereas silencing of PL to BLA projections
impaired retrieval at early, but not late, time points. These results
suggest a dynamic temporal shift in retrieval circuits.

As the PFC was implicated in fear memory extinction, several
optogenetic studies had addressed this role, sometimes yielding
contradictory results: Two studies found that optogenetic activa-
tion of IL strengthened the expression of extinction during retrieval
[72, 141]. Additionally, inhibiting IL neurons during extinction
training had no effect on freezing during illumination, and
impaired subsequent retrieval of extinction on the next day, with
no illumination [72]. However, whereas one study reported no
effect of IL inhibition during extinction retrieval [72], another
study reported impaired extinction retrieval upon IL inhibition
[141]. These contradictory findings are yet to be resolved, and
attempts are made to do so by deconstructing the exact circuitry
involved. For example, extinction memory is impaired when amyg-
dala to IL projections were inhibited during extinction training, but
increased when amygdala to PL were inhibited [24].

Another frontal region, the ACC, was shown to be involved in
remote but not recent recall [138]. Indeed, NpHR-mediated opto-
genetic inhibition of the ACC 1 month (but not 1 day) after FC
acquisition impaired contextual fear memory [51]. This deficit was
not compensated for when illumination was delivered in a pharma-
cological timescale, suggesting that a part of the contribution of the
ACC to the recall of the context is unique and cannot be compen-
sated for by other areas, as suggested by the multiple trace theory
[51].

Recently, this region was shown to exert top-down control over
fear retrieval in the dorsal hippocampus [23], as activating the
ACC-hippocampus projection induced contextual memory recall,
and inhibiting it impaired recall [23]. This surprising potent effect
of the ACC-hippocampus projection was demonstrated both in a
conventional FC paradigm by measuring freezing, and in the head-
fixed version by measuring licking suppression [23].

Several recent optogenetic studies described a surprising role
for the primary auditory cortex in auditory-cued FC. Letzkus et al.
[65] defined a circuit in which cholinergic inputs increase the
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activity of GABAergic cells in cortical layer 1 of the auditory cortex,
which in turn inhibit the activity of PV interneurons in layers 2/3.
This PV inhibition resulted in dis-inhibition of layer 2/3 pyramidal
neurons, which consequently show increased firing. When PV
interneurons in the auditory cortex were optogenetically activated
by ChR2 following foot shock (at the time in which their activity is
naturally suppressed), auditory-cued FC was dramatically impaired
[65].

Surprisingly, mice can even sense optogenetic inhibition of
auditory neurons, and use it as a conditioned stimulus. Thus,
when neuronal inhibition is presented together with an aversive
or an appetitive unconditioned stimulus, mice will exhibit fear or
reward seeking, respectively [77].

To sum up, optogenetic studies to date have supported the
classical involvement of frontal cortices in complex processes like
systems consolidation and extinction learning, but also demon-
strated their involvement in “simpler” processes like fear acquisi-
tion and expression, in which they were thought not to be involved
[46]. Moreover, they shed light on the role of specific projections
to and from frontal cortex, allowing a first glimpse into the detailed
circuitry of memory processes.

4.5 Thinking

“Outside of the

Circuit”

The experiments describes above focus on brain regions that were
heavily implicated in memory for decades. However, one of the
strengths of optogenetics is that it allows access to probe the activity
of brain regions that cannot be manipulated by lesions, for example
because they have a lot of crossing fibers, or close to vital regions—
e.g., in the brain stem. This section describes experiments that were
performed on regions and population outside of the classical hip-
pocampus-amygdala-cortex circuitry, and revealed many surprising
results, implicating additional brain regions in the previously sus-
pected memory circuitry [70, 71, 75, 96, 140, 142].

The thalamus, that was mostly studies in sensory and motor
contexts in the past, appears to play a role in memory processes. For
example, the thalamic nucleus reuniens (NR) was implicated in
memory generalization, which was increased by inactivation of
NR projections and decreased by constitutive NR activation [70].
Another study implicated the PVT in the recall of remote memories
[140].

Hypothalamic projections were also implicated in memory
using optogenetics [63, 93]. One study reported that ChR2-
mediated evoked release of oxytocin from hypothalamic terminals
in the central amygdala resulted in attenuated freezing [63].
Another study excited vasopressin terminals (from the hypotha-
lamic paraventricular nucleus) in the CA2 hippocampal region,
and found that this manipulation resulted in increased social mem-
ory acquisition, but had no effect on retrieval [93].
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Brain stem targeting showed that inhibition of serotonergic
activity by Arch in the dorsal raphe nucleus blocked the beneficial
effect of stress on fear memory [71], and that activating the meso-
pontine median raphe during consolidation resulted in decreased
FC recall [75]. Finally, a region that was heavily investigated using
optogenetic is the striatum, yielding many interesting results in
addiction and motor function studies, but also in cognitive perfor-
mance [33, 68, 96, 100–103, 107, 142].

4.6 Generation of

Memory Traces Using

Optogenetics

A basic assumption in neuroscience is that sparse discrete neuronal
populations underlie specific memory traces, and indeed such
populations were demonstrated in the amygdala and hippocampus
[67, 143–145], and their necessity for the integrity of memory
traces was established by ablating them and consequently erasing
a specific memory trace [146, 147]. However, no proof that these
neuronal ensembles are not only necessary but also sufficient to
encode a specific memory trace was available. This section presents
optogenetic approaches for the generation of false memory traces,
and ask whether cracking the neuronal code is truly necessary in
order to create such memories.

Liu et al. [25] expressed ChR2 specifically in the DG neurons
that were activated in response to a specific context A, using the
cFos-tTA mouse line. The mice were then introduced into a differ-
ent context B, while the ChR2-expressing neurons were illumi-
nated. Despite the fact that no aversive stimulus was ever present
in context B, ChR2 expressing mice demonstrated fear, thus
providing the first proof that the stimulation of a specific memory
engram in the hippocampus can in fact support the memory of a
specific context [25]. Such engrams, which are sufficient to support
a memory trace, can be generated in the same manner in the
amygdala as well [29]. Activating hippocampal engram cells can
even support memory when the natural memory trace is not prop-
erly created, due to the application of anisomycin after training
[30].

Interestingly, not only can optogenetic activation of aversive
memory engrams induce fear response, but also optogenetic acti-
vation of a rewarding memory engram induces appetitive behavior
response [29]. These effects, both aversive and appetitive can be
mediated by optical reactivation of either hippocampal DG
engrams, or BLA engrams [29]. Furthermore, activating appetitive
DG engrams by light can increase activity in the nucleus accum-
bens, and diminish depressive-like behaviors like struggling in the
forced swim test or sucrose preference [27]. Chronic activation of
an appetitive memory can even elicit a long-lasting rescue of
depression-related behavior, even at times when there is no illumi-
nation [27].

The engrams described above represent a “true” memory in
which a context was paired with a shock in reality. Ramirez et al.
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[26] then created a “false” memory trace by first tagging a specific
neuronal ensemble in context A, and then activating this popula-
tion with light while administering a foot shock in context B. Thus,
an offline association between the engram of A and an aversive
stimulus was created, which resulted in fear of the previously neu-
tral context A upon reintroduction to this context (with no light
stimulation of the ChR2 expressing cells) [26]. Interestingly, the
simultaneous activation of two “true” engrams, one DG engram of
a context, and one BLA engram of an aversive experience, can
create an artificial offline association between the two [31].

As discussed above, CA1 and DG inhibition elicit different
effects on memory recall [51, 52]. An elegant demonstration of
the importance of sparse coding in the DG compared to CA1
comes from the fact that a false memory trace could be generated
by DG illumination, but not by CA1 light activation [26]. The
same was true for conditioned place aversion—mice showed avoid-
ance of the falsely aversive chamber upon tagging and activation of
DG, but not CA1, neurons [26].

The generation of true or false memory traces in a sophisticat-
edly targeted group of recently active neurons is a truly remarkable
achievement. Interestingly, researchers from the Axel group man-
aged to create a fear memory, and even more remarkably drive an
appetitive behavior, in response to nonspecific neuronal targeting
[112]. ChR2 was randomly expressed in neurons in the piriform
cortex (independent of behavior) [112], and light stimulation of
these cells served as a CS paired to a chock, resulting in a strong
escape behavior in response to the light stimulation alone [112].
Importantly, randomly targeted piriform cortex neurons could also
drive appetitive behavior when paired to a socially rewarding stim-
ulus (a female mouse). When a random piriform ensemble in males
is activated in a cage compartment in which a female is present,
they will later prefer to be in a compartment that offers light
stimulation even when no female is present [112]. Interestingly,
these associations are very flexible, as the same random population
can be entrained to support both appetitive and aversive behavior
[112].

The studies presented in this section all used optogenetics to
create memory traces that can drive behavior [25–27, 29–31, 112].
The results suggest that in order to powerfully modulate behavior
in a context-specific manner one does not necessarily need to
decipher the original neural code, but can simply force an alterna-
tive code onto the system, and drive behavior efficiently. Clearly, the
level of permissibility is lenient in areas that provide the input on
which a memory is later constructed (e.g., piriform cortex), but
much less permissive in areas that are tightly related to long-term
memory formation like the hippocampus.
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5 Notes

5.1 Tracking System

Adjustments

Strategies in Animals

Tethered to an Optical

Fiber

A. Carefully calibrate your tracking system: Researchers often cali-
brate their tracking systems using naı̈ve animals, with no fiber. It is
advisable, however, to make the initial calibration with an animal
attached to an optical fiber. This will allow you to better define the
subject to the automated system, and to change environmental
parameters like lighting modifications to decrease shadows cast by
the optical system, and equipment rearrangement to prevent the
optical system from hiding the subject from the camera. In some
cases, it is almost impossible to use a visual tracking system. For
example, freezing is very difficult to quantify, because even when
the animal is completely immobile, the fiber may still be moving.
Thus, it is very important to compare the automated score to a
manual score of the same video, to validate the results. B. Use a
different detection technique: Visual tracking has several automated
alternatives based on breaking IR beams, which can still give infor-
mation about movement and location in space. Other behaviors
that can be automatically scored are lever presses, nose pokes, and
touchscreen contact. In some cases, reliable manual scoring, per-
formed in a double-blind design, is preferable to questionable
automatic scoring.

6 Outlook

Every exciting new finding mentioned above is also a source of new
mysteries, which will in turn stimulate further innovating studies.
The combination of new research questions and hypotheses, hand
in hand with rapidly evolving technological developments, is an
extremely efficient driving force in memory research. Discovering
the answers to these and many other challenging questions may
require continuous adoption of new tools, and increased complex-
ity in the use of current tools. Several such modulations are sug-
gested below:

6.1 Targeting Novel

Populations

An impressive body of knowledge about the function of certain
populations like glutamatergic, dopaminergic, cholinergic, and
GABAergic (specifically PV) cells has accumulated over an
extremely short period of time, thanks to tools allowing direct
and specific access to these populations. One striking example of
how the development of genetic access to a specific region had
rekindled interest and provided new insights can be found in the
CA2 region of the hippocampus [148]. New Cre lines (DGGC-
specific transgenic Cre and Amigo2-Cre) [149, 150] allowed a
functional research of CA2 circuitry [149], and found it to be
important in social memory [150]. Incorporation of optogenetics
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into CA2 function studies will surely provide important insight to
its real-time involvement in memory.

The development of new Cre driver lines, as well as improved
and smaller promoters that can be used for viral vectors injected to
WT animals, will hopefully expand our ability to examine new
populations, and their contribution to the known circuits.

6.2 Using More

Challenging Cognitive

Tasks

The beauty of FC is in its simplicity, but more elaborate tasks
(examining spatial navigation, and the assimilation of memory
schemas, for example) may provide interesting insights. This pro-
cess seems more realistic thanks to the development of Cre driver
rat lines [33], as these animals are capable of performing more
sophisticated tasks, and carry bigger devices on their skulls. Indeed,
pioneering studies are already in progress [96].

6.3 Harnessing the

Power of Connectivity-

Based Targeting

Optogenetic memory research to date employed mostly viruses that
infect the soma, followed by illumination of cell bodies or projec-
tions. Integration of circuit-based targeting is gradually being
incorporated into memory research [23, 24], using viruses that
can ravel trans-synaptically or infect terminals [19, 20, 22], as
explained in the technical sections above. These tools have the
power to completely revolutionize memory research, allowing
insight into specific circuits that were inaccessible in the past.

6.4 Combining

Optogenetics and

Imaging Techniques

One of the advantages of optogenetics is that it allows simultaneous
optical stimulation and electrical recording in behaving animals. In
the near future all-optical stimulation and imaging during the
performance of cognitive tasks may become achievable. Concomi-
tantly with the leap in tool development for neuronal manipulation,
recent years had seen a tremendous progress in the development
and application of neuronal activity imaging tools [118, 119,
151–153]. Future combination of calcium imaging in behaving
mice [151] with new genetically encoded indicators [153] that
can be optogenetics-compatible [152] can provide a better under-
standing of the exact spatiotemporal effect of optogenetic manipu-
lation, and later help to refine and optimize it. Pioneering studies
employing this exciting combination are already performed [23]
(see Chaps. 9 and 10).

6.5 Summary In an extremely short period of time an impressive variety of new
findings about memory formation, consolidation, recall, and
extinction was obtained using optogenetics, proving some long-
standing hypotheses, modulating others, and providing insight into
new and hitherto unexplored circuits. Every exciting new finding in
memory research is also a source of new mysteries, which in turn
stimulate further innovating studies. The combination of new
research questions and hypotheses, hand in hand with rapidly
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evolving technological developments, is an extremely efficient
driving force in memory research.

When employing new technologies, such as optogenetics,
researchers must be well aware of both their power and their
limitations, and be extremely careful in execution, documentation,
and interpretation.
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Chapter 13

Towards Opto-Magnetic Physiology: Concepts and Pitfalls
of ofMRI

Miriam Schwalm, Eduardo Rosales Jubal, and Albrecht Stroh

Abstract

Optogenetic functional magnetic resonance imaging (ofMRI) represents the combination of optogenetic
modulation of neural circuits with high-field fMRI. ofMRI enables the monitoring of neural activity across
the entire brain, while precisely controlling the activation of specific neuronal elements within the neural
circuit, defined by their genetic identity, location of somata, and axonal projection targets. Those exclusive
features of ofMRI open a plethora of new possibilities for the in vivo characterization of neural networks,
simultaneously at local and global scale. In addition, recent advances in optical readouts of intracellular Ca2+

within optogenetic fMRI experiments led to all-optical interrogations within the scanner. Here, we provide
a guide to applying optogenetics and optical recordings in the setting of fMRI experiments. In addition, we
devise a straight forward control experiment addressing the discrimination of specific network activation
through the excitation of opsins from unspecific heat effects leading to an apparent BOLD effect. Lastly, we
propose a method to estimate the scope of optogenetic network modulation by combining the estimations
of the number of opsin-expressing neurons and light spreading in brain tissue.

Key words ofMRI, Optogenetics, Ca2+ recordings, BOLD fMRI, Optical recordings

1 Introduction

Since the discovery of the Blood Oxygenation Level Dependent
(BOLD) effect utilizing paramagnetic deoxyhemoglobin in venous
blood as a naturally occurring contrast agent [1], functional Mag-
netic Resonance Imaging (fMRI) became a widely used brain imag-
ing technique. By detecting changes of cerebral blood flow
associated with increased metabolism of neural tissue, BOLD
fMRI provides a noninvasive and brain-wide readout of neurovas-
cular activity. Whereas a spatial resolution of usually <1 mm3 voxel
size is commonly feasible nowadays, the intrinsic slow response
properties of the hemodynamic signal impose biological constraints
to the temporal resolution of BOLD fMRI. The BOLD signal relies
on neurovascular coupling, a complex interaction of neurons, glia,
and vascular cells, tightly coupled to neural activity, which fine
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grained mechanisms remain under investigation, but are robust
enough to yield a consistent, albeit indirect, marker of neural
activation [2].

Beyond its clinical application and use in human brain research,
fMRI in animal models became a key tool for basic neuroscience.
On the one hand, the indirect mapping of neural activity by follow-
ing global neurovascular activity can be combined with local electric
or optical recordings of neuronal responses to achieve a better
understanding of the relationship between these signals [3–5]).
On the other hand, a promising translational bridge between
human and animal models of various neurological diseases and
psychiatric disorders can be established by fMRI due to its applica-
bility in rodents, nonhuman primates, and humans. Originally, rats
were the model of choice in fMRI studies, because their higher
cognitive abilities are evolutionarily closer to humans [6, 7] and the
advantage of a larger brain, favoring more precise mapping of
anatomical structures with equal spatial resolution of images.
Recently, however, the use of mice has gained popularity, the
extensive mapping of the mouse genome and connectome (Allen
Brain Atlas, http://mouse.brain-map.org/) led to the development
of transgenic mouse models for studying neurological diseases such
as Alzheimer’s disease [8]. Furthermore, the use of mice facilitates
the combination of fMRI with optogenetics due to the variety of
Cre-expressing lines allowing for rather straightforward concepts,
achieving cell-type specificity of opsin expression (see Chaps. 1 and
2). Small animal fMRI became a pillar of preclinical research due to
the advent of magnets with very high field strengths in the last
decade (typically 7–11 Tesla), allowing for high effective resolution
in anatomical and functional images.

The combination of optogenetic modulation of neural circuits
with high-field fMRI led to the development of optogenetic func-
tional magnetic resonance imaging (ofMRI, [9]). Simultaneous
optogenetic control and fMRI readout enables the monitoring of
neural activity across the entire brain, while precisely controlling the
activation of specific neuronal elements within the neural circuit,
defined by their genetic identity, location of somata, and axonal
projection targets. Those exclusive features of ofMRI open a pleth-
ora of new possibilities for the in vivo characterization of neural
networks, simultaneously at local and global scale. In addition,
recent advances in optical readouts of intracellular Ca2+ (cal-
cium) within optogenetic fMRI experiments lead to all-optical
interrogations within the scanner [4] (Figs. 1 and 2). Here, we
aim at providing a guide to applying optogenetics and optical
recordings in the setting of fMRI experiments, and most impor-
tantly, to ensure the specificity of ofMRI by implementing straight-
forward control experiments and propose a method to estimate the
scope of optogenetic network modulation by combining the esti-
mations of the number of opsin-expressing neurons and light
spreading in brain tissue.
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1.1 Basics of fMRI

and BOLD Signal

Anatomical image acquisition (MRI) is obligatory for every fMRI
experiment as the anatomical image provides a template for the
subsequently localized functional activity. The principle of anato-
mical imaging requires a permanent magnetic field combined with a
temporally varying gradient field for spatial encoding of the
acquired images to create axial, sagittal, or coronal images of the
brain. For functional images, the commonly used BOLD signal
reflects local changes of deoxyhemoglobin [1] driven by changes
in blood flow, blood volume and blood oxygenation level. The
BOLD signal increases with decreasing deoxyhemoglobin, result-
ing in functional activity maps of the brain following the assump-
tion that the augmented metabolism is related to neuronal activity
by the process of neurovascular coupling. Briefly, it is assumed that

Fig. 1 (a) Scheme of optic fiber-based recording and stimulation setup. AOM acousto optic modulator, APD
avalanche photo diode, Em: emission. (b) Confocal image of Oregon green 488 BAPTA-1 AM-(OGB-1)-stained
cortical slice. Only light emitted by fiber was used for OGB-1 excitation (scale bar ¼ 200 μm), delineating the
area of optic fiber recording. (c) Photomicrograph of a coronal brain slice at the level of the visual cortex (scale
bar¼ 1 mm). Overlay transmitted light and green fluorescence channel showing the OGB-1-stained region. (d)
Schematic depicting the tip of an optic fiber implanted into a stained cortical region above neurons expressing
Channelrhodopsin-2 (ChR2) (green). Adapted from [46]
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local neural activity elevates the metabolic demand and oxygen
consumption of the respective brain region, leading primarily to a
local increase of deoxyhemoglobin concentration (“initial dip”),
followed by an overcompensation (“overshoot”) of oxygenated
hemoglobin provided by increasing blood flow and vasodilation.
These signal changes can be detected by the MR scanner due to the
paramagnetic properties of deoxyhemoglobin. When oxygenated,
the central iron atom of hemoglobin changes to a low spin state by
receiving the oxygen’s electrons and hemoglobin becomes diamag-
netic and hence neutral to the magnetic field. Because of these
different magnetic properties of oxygenated and deoxygenated
hemoglobin and their effects on relaxation time, the “initial dip”
leads to a decrease of the BOLD signal, followed by a signal increase
originating from the subsequently provided oxygenated hemoglo-
bin. After 5–6 s, (depending on brain region and stimulus charac-
teristics) blood volume and vasodilation, and consequently the
BOLD contrast, return to baseline. This stereotypic dynamic is
called hemodynamic response (HRF), and is characterized by a
delayed peak (5–6 s), dispersion in time (~4 s) and space (mm
range depending on cortical size) and small amplitude (0.5–3%
signal change) [10–14].

Fig. 2 Scheme of the combination of optic fiber-based recording/stimulation and fMRI. Optic fiber-based
stimulation/recording setup is placed outside of the scanner cabin. Light intensities of the blue laser are
modulated with high temporal precision by an acousto optic modulator (AOM), emitted light is recorded by an
avalanche photo diode (APD). The customized surface coil has a lead-trough for the optical fiber. Electric
stimulation, laser excitation, fMRI data acquisition, and optical recordings are synchronized. Adapted from [4].

260 Miriam Schwalm et al.



1.2 fMRI in Basic

Neuroscience

Despite the widespread use of the technique, the true origin of the
fMRI BOLD signal is still insufficiently understood [5, 15–18].
Hence, as a direct link between BOLD and neuronal oxygen con-
sumption cannot be assumed [19], fMRI data interpretation
remains controversial. Whereas classical models assume a linear
relationship between neuronal activity and blood flow [20] over
the last 10 years different neural players including astrocytes, peri-
cytes and interneurons, as well as cellular [21, 22] and vascular [15]
mechanisms have been proposed to be critically involved in the
process of neurovascular coupling. Furthermore, the discovery of
altered neurovascular coupling under certain conditions, as for
instance in pathological states [23, 24], impacting stimulus-evoked
as well as resting-state BOLD signal provided additional evidence
for the limits of the quantitative interpretation of BOLD contrast
[15]. Later in this chapter we will elaborate on how the use of
optogenetics can lead to a better understanding of neurovascular
coupling processes and the differentially involved signaling
mechanisms.

Notwithstanding the incomplete understanding of the under-
lying signal, BOLD fMRI became the state of the art method in
human neuroimaging, due to its non-invasiveness and relatively
high spatial resolution. In animal research, beyond its use in com-
parative and preclinical studies, fMRI provides a unique technique
in terms of spatial reach of the readout and the option to track
functional connectivity between brain regions. Particularly, the
combination of fMRI with other neuronal activity readouts, such
as electrophysiological recordings [5, 9, 25, 26] has led to a con-
siderable progress on the understanding of the underlying signal
dynamics. Especially suited for the combination with fMRI, given
its nonmagnetic properties, are optic fiber-based recordings of
intracellular Ca2+ [3, 4] (Fig. 1), not disturbed by the magnetic
field and mainly reflecting action potential related Ca2+ influx into
cells, has provided additional insight on the relationship between
BOLD and neuronal activity.

1.3 Advantages of

the Combination of

fMRI and Optogenetics

The advent of optogenetics for causally investigating network con-
nectivity enabled a causal interrogation of aberrant functional con-
nectivity, e.g., in Parkinson’s disease [27], or depression, and
schizophrenia [28]. In the framework of fMRI studies, the use of
optogenetics was primarily introduced to study the distribution of
cortical and subcortical activity following cell-type specific stimula-
tion. The first proof-of-concept ofMRI study from the group of
Karl Deisseroth [9] combined optogenetic stimulation of thalamo-
cortical circuits with BOLD fMRI, studying spatial and temporal
patterns of network recruitment, identifying long-range projec-
tions, as well as assessing whole brain responses of optogenetic
stimuli.
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Following the first reports linking optogenetically induced
neuronal activity and BOLD signals [9, 26], ofMRI has been
explored in rodents, both anesthetized and awake, as well as in
primates [25, 29–37]. Aspects of the optogenetically evoked hemo-
dynamic response, as well as the suitability of optogenetic stimula-
tion to recruit functional networks [9, 25, 26, 34–36, 38] and to
mimic sensory stimulation [4, 37] have been assessed, for example,
sensory inputs to the barrel fields have been mimicked by optoge-
netics, under brain-wide fMRI recordings [33].

Individual aspects of the optogenetically evoked BOLD
responses, such as spatial limits [29], temporal characteristics [9,
37], stimulus strength dependence [30, 37], stimulus frequency
dependence [4, 37] and linearity upon repeated stimulations [25]
have been investigated in rodents. In primates, the interference of
optogenetic stimulation and visual pathways, affecting saccade
latencies, has been demonstrated [32], also, corticothalamic net-
works have been explored in detail [39].

Apart from global circuit mapping, ofMRI is capable to assess
the effect of the activity of transplanted stem-cell derived neurons
on downstream networks [40, 41]. The precise activity control
offered by optogenetic techniques not only allows to monitor
whether transplanted cells have been functionally integrated into
the host brain tissue, but might also increase their differentiation
into mature neurons [42] (see also Chap. 5).

The simultaneous control of neuronal spiking and imaging of
brain wide functional activity also enables the probing of connec-
tions and wiring of distant areas. The temporal and spatial specific-
ity of optogenetic modulation allows the investigation of the
relationship between neuronal spiking and the BOLD signal, as
well as the isolation of individual cell types thought to contribute
to the neurovascular response, in order to disentangle their contri-
bution to the BOLD signal.

The complexity of the mechanism underpinning the BOLD
signal led to scepticism on the physiological relevance of optoge-
netic elicited BOLD signal [17]. This scepticism stems from the
difficulty to disentangle direct effects of optogenetic activation in
local populations, from the immediate activation of adjacent
interconnected circuits, given the highly recurrent network formed
by cortical neurons. Nevertheless, careful observation of the laten-
cies of the immediate optogenetic effects in the local network [4]
and the combination of ofMRI and computational models [43],
enables the systematic investigation of the functional projections of
optogenetically stimulated sites.

1.4 Combining fMRI

with Optic Fiber-Based

Recordings of

Neuronal Activity

Optic-fiber-based recordings of neuronal activity employing syn-
thetic or genetically encoded indicators of intracellular Ca2+ offer
the unique advantage of seamless and artifact-free combination
with fMRI. Optical Ca2+ recordings, based on the monitoring of
somatic Ca2+ concentration of a small population of neurons
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(typically between 30 and 1000) (Fig. 1b), permit a highly sensitive
assessment of local network activity with high specificity for neuro-
nal spiking and a high spatiotemporal resolution [3, 44–47]. While
not providing single-neuron resolution, synchronous firing of as
few as 30 neurons can be reliable detected [48], and spiking activity
can be easily quantified, permitting the detection of even small
changes in stimulus strength [4]. In addition, in contrast to 2-
photon imaging methods, the temporal resolution of Ca2+ record-
ings is very high (around 1 kHz), limited only by the intrinsic
dynamics of Ca2+ binding and release (see Chap. 9). Furthermore,
unlike electric recordings, at least for synthetic indicators such as
Oregon-Green BAPTA-1 (OGB-1) there is a linear correlation
between amplitude of Ca2+ transients and the number of underly-
ing action potentials [49]. Finally, by using the newest generation
of genetically encoded Ca2+ indicators such as GCaMP6 [50], it is
possible to selectively record from genetically defined neuronal
populations, however due to the four binding sites of Ca2+ of
GCaMP, a linearity between the number of underlying action
potentials and fluorescence emission cannot be assumed.

1.5 Controlling for

the Specificity of

ofMRI

From the advent of ofMRI in 2010, the specificity of this novel
method had been subject of debate. In particular, the following
specific issues need to be considered in the design of ofMRI studies:
(1) artifacts in the MR images caused by fiber implantation, and (2)
a heat-induced nonspecific apparent BOLD effect.

1. Undisturbed images in MRI rely on a homogeneous magnetic
field. Perturbations in the magnetic field can be caused by
different materials, notably ferromagnetic metals, but also by
inhomogeneities in bone or brain tissue caused by tissue-air
boundaries resulting from invasive manipulations as they are
necessary for simultaneous neuronal recordings or optogenetic
modulation. In ofMRI, the necessity to perform a craniotomy,
and the implantation of an optic fiber entails that commonly
used EPI sequences—anyhow prone to susceptibility artifacts
due to the sequence itself—might be disturbed. We will pro-
vide a point-by-point description on how to deal with these
limitations in the protocol and notes section.

2. Using BOLD fMRI as readout of optogenetic activation, a
concern may arise from the potential non specificity of the
BOLD response due to heating effects [26, 51]. To resolve
this concern and provide evidence for the specificity of opto-
genetically evoked BOLD signal, we tested the effect of con-
stant illumination in addition to the optical stimulation pulse
trains. No BOLD response was detected in ChR2 expressing
animals when subjected to pulsed stimulation with a light
intensity at the tip of the fiber of 80 mW/mm2 and additional
constant illumination of about 11 mW/mm2 (Fig. 3c), but
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BOLD signal was restored when no constant illumination was
applied in subsequent experiments (Fig. 3b). This control
experiment takes advantage of the intrinsic channel kinetics of
ChR2H134R [42, 52] (Fig. 3a). Light activation leads to short
high amplitude peak currents followed by low amplitude long
lasting steady-state currents. Short peak currents provide far
greater depolarization than steady state currents. Constant
illumination results in continuous steady state currents, pre-
venting the peak current of pulsed excitation.

1.6 Estimating the

Scope of Optogenetic

Network Stimulation

In order to assess the effective optogenetic modulation exerted in a
given neuronal circuit, it is necessary to estimate the proportion of
neurons potentially driven by optogenetic stimulation. The num-
ber of effectively optogenetically activated neurons is a function of
two main factors: the number of cells expressing the opsin, and the
number of cells irradiated with sufficient light power to elicit neu-
ronal spiking (the threshold to trigger an action potential depends
ultimately on the opsin, but ranges at 1 mW/mm2).

Quantification of neurons expressing the opsins can be
achieved by extrapolating empirical measures obtained from fluo-
rescence or confocal microscopy. Total numbers of cells tagged
with the fluorophore can be derived by counting all cells with a
smooth, strong, and membrane-bound fluorescence in image
stacks covering the entire area of opsin/fluorophore expression
(see also Chap. 8). To derive densities of opsin/fluorophore-
expressing neurons, brain slices can be stained with a somatic
marker (e.g., DAPI or neurotrace) and histological slices in the
center of the expression area can be assessed by stereological meth-
ods. Assuming homogeneous expression throughout a cortical
section, a representative area in these slices can be chosen, and
within this area, cells distinguished by their emission wavelength
and morphological distribution of fluorescence can be counted
separately. All cells exhibiting cytosolic fluorescence from the
soma marker are counted to derive the number of cells in this
area, and cells showing homogenous and strong membrane-
bound fluorescence are counted to derive the fraction of cells
presumably exhibiting functional expression of the opsin. Both
sets should overlap, but only a subset of cells should exhibit
both the flurophore-tagged opsin and the somatic marker. Usually,
stereology software offers unbiased counting procedures allowing
extrapolation of cells per mm3 within the virus expressing area
based on the total volume of the expression area per slide, defined
by the slice thickness and the average number of cells in the area
used for counting [4].

The number of neurons illuminated by suprathreshold light
intensity to elicit an action potential requires the estimation of
light diffusion through brain tissue. Early approximations to this
problem used analytical models combined with ex vivo or in vitro
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Fig. 3 (a) Kinetics of de-inactivation of the peak ChR2 current. Ten overlaid photocurrent traces obtained in
voltage clamp are shown; pairs of 0.5 s light pulses (indicated by blue bars) were separated by increasing
intervals from 1 to 10 s; traces are aligned to the initiation of the first pulse in each sweep. Note that steady-



empirical measures ([53], based on this model e.g., see [4]). How-
ever, the Kubelka-Munk model is based on fundamental assump-
tions inconsistent with light scattering geometries relevant for
optogenetics, such as isotropic light scattering and isotropic illumi-
nation [54] (Fig. 4a). Therefore, Kubelka-Munk-based approaches
gave place to models based on more realistic assumptions, such as
Montecarlo simulations (Fig. 4c) and analytical approaches based
on the beam spread function (BSF) method (Fig. 4b) [54].

Critically for fMRI paradigms, oxygenated and deoxygenated
hemoglobin absorb light differentially. Oxyhemoglobin absorbs
substantially more light than deoxyhemoglobin, which suggests
that a model based on ex vivo or in vitro preparation likely under-
estimates blood-related light absorption, thus underlining the need
to estimate light propagation in vivo. Recently, realistic conditions
of energy transmission were applied to derive in vivo light absorp-
tion coefficients obtained for omnidirectional light propagation in
mouse cortex [55] (Fig. 4c), such coefficients can be used in
Montecarlo simulations for approximation of realistic light and
heat spreading conditions.

It is known that light emitted into the brain for optogenetics is
sufficient to increase local temperature and enhance neuronal firing
rate [56]. Mild cortical heating can also increase slow wave rhyth-
micity and thereby change intrinsic cortical states determining
ongoing activity, as well as stimulus response properties of the
network [57, 58]. Also it has been shown that blue light can lead
to vasodilation (without excitation of neurons and astrocytes),
which is important to consider for cerebral blood-flow dependent
BOLDmeasurements [51]. To avoid heating-induced effects unre-
lated to optogenetic stimulation, open source custom scripts
(MATLAB, Mathworks, Natick, MA.) are available to predict
light and heat spread, validated by recorded temperatures in vivo
[56]. Further, a straightforward experiment has been proposed to
control for the effects of heat, see above and below [59] (Fig. 3).

2 Roadmap to an ofMRI Experiment

2.1 Virus Injection 1. Perform a virus injection procedure, as described in Chaps.
8 and 9. Allocate 4 weeks to allow for functional expression
of opsins.

�

Fig. 3 (Continued) state current is constant while the peak current shows inactivating behavior. Adapted from
[42]. (b) BOLD response map showing activation upon optogenetic stimulation, pulse duration 10 ms, 9 Hz,
pulse train duration 10 s in an animal virally transduced with ChR2 in S1FL. (c) Activation map of same animal
as in (b) stimulated with identical light pulses but with additional continuous illumination, showing no BOLD
response. Adapted from [59]
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2. An angular injection might be useful since it avoids damaging
the tissue dorsal to the expression area, where the fiber will be
implanted at the day of the experiment (see Chap. 9). This is of
particular importance, if simultaneous Ca2+ recordings are
conducted which require healthy tissue without scar formation
from a previous injection.

3. Regarding the choice of opsins see Chaps. 1–3, take particular
notion of intrinsic temporal dynamics of the opsin, and review
Chap. 9 in case you intend to co-express genetic Ca2+ indica-
tors (e.g., GCaMP6).

2.2 Animal

Preparation

1. Anesthetize and monitor the animal until reflexes are absent
(tail pinch, eye lid) to reach surgical depth of anesthesia; shave
the head of the animal (electric razor or hydroxide-based hair
removal topical cream).

Fig. 4 (a) left: Schematic of ideal light propagation following [53] assumptions. Right: relationship between
light intensity (mW/mm2) and cortical depth. Adapted from [4]. (b) Surface plot of simulated light distribution in
slice, obtained from Beam Spread Function (BSF) model using experimentally estimated parameters. Light
transmission in log scale. Adapted from [54]. (c) In-vivo measurement of light propagation, relative fraction of
light power at different depths. From these empirical measures derive parameters which can inform
Montecarlo simulations. Adapted from [55]
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2. Position the animal in a stereotactic frame (e.g., from Stoelting
Co, Wooddale, IL, USA; or Kopf Instruments, Tujunga, CA,
USA) by fixing the animal’s upper teeth on a bite bar and
placing the ear bars inside the ear canal, making sure the skull
is firmly stabilized.

3. Apply ointment (Bepanthen, Bayer AG, Leverkusen, Germany)
to avoid dehydration of the eyes.

4. Apply local anesthetics to the skin (Xylocaine gel 2%, Astra
Zeneka GmbH, Wedel, Germany) and perform a scalp incision
of around 1 cm with a scalpel. Identify cranial sutures (bregma
and lambda) and center the stereotactic frame according to
those reference points.

5. Determine the position of the subsequent craniotomy based on
stereotaxic coordinates of the brain region where the opsin was
injected previously.

6. Perform a small craniotomy with a dental drill (Ultimate XL-F,
NSK, Tochigi, Japan) preferentially using a 0.5 mm ceramic or
diamond burr (Komet Dental, Lemgo, Germany) since metal
bits spread small shrapnel which may generate distortions in
the magnetic field, leading to susceptibility artifacts.

7. Attempt a craniotomy size as small as possible, in order to
reduce tissue damage and to avoid air pockets, which could
cause inhomogeneity artifacts later.

8. All above mentioned procedures should be performed with the
aid of a dissecting microscope (e.g., LeicaMicrosystems, Olym-
pus, Zeiss).

9. In case simultaneous optic fiber-based Ca2+ recordings with
dye-loading methods are desired for your experiment, prepare
e.g., Oregon Green 488 BAPTA-1 (OGB-1, Thermofisher) as
described [60], pull a graduated pipette with a standard puller
(e.g., Sutter Instruments, Novato, CA, USA) resulting in a
long thin shaft, and a tip of 45 μm outer and 15 μm inner
diameter, connect the glass pipette to the tubing and attach it
to the cannula holder of the stereotactic frame. Transfer OGB-
1 on a piece of parafilm and insert the tip of the glass pipette
into solution applying negative pressure with the syringe until
the desired amount of OGB-1 is taken up. Insert the pipette to
the desired depth and inject OGB-1 as slow as possible. Wait
for the OGB-1 ester to be cleaved for at least 30 min up to 1 h,
trapping OGB-1 inside the cell, see [45] for review.

10. After removing the cladding, insert a multimode optic fiber
(e.g., with a diameter of 200 μm from Thorlabs, Gr€unberg,
Germany) delivering light pulses for optogenetic stimulation
and continuous illumination for potential Ca2+ recordings
[44], via the craniotomy into the targeted region and glue it
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to the skull with UV glue (Polytec, PT GmbH, Waldbrunn,
Germany). A nonmetal cannula (e.g., a ceramic cannula,
CFMLC22L05, Thorlabs) can be used to additionally interface
the bone and the fiber.

11. Mount the animal on a heated MRI cradle and supply with a
mixture of 80% air and 20% oxygen. Cover the skull with a
1–2 mm thick layer of dental alginate (Weiton, Johannes
Weithas dental-Kunststoffe, L€utjenburg, Germany) or 1%
agar, to reduce susceptibility artifacts at the bone–air interface.
Guide the fiber through an RF surface head coil which has a
lead-through for the optical fiber (e.g., Bruker Biospin GmbH,
Ettlingen, Germany). For animal preparation for chronic
instead of acute experiments see Chap. 9.

12. For details of the optic recordings setup please see [4, 44,
46, 59]

13. Transfer the animal to the scanner.

2.3 Data Acquisition 1. For awake ofMRI measurements in rodents see [26]. For
anesthetized measurements, consider that different anesthesia
regimens might induce distinct types of baseline neuronal net-
work activation [61], affecting BOLD responses upon sensory
stimulation (as an example see [4]). Typical anesthesia regi-
mens for ofMRI experiments are isoflurane [9] or medetomi-
dine [4].

2. Start the scanner (e.g., 9.4 T small animal imaging system,
Biospec 94/20, Bruker Biospin GmbH, Ettlingen, Germany)
and proceed with data acquisition. As in regular fMRI experi-
ments local shimming should be applied. For anatomical
images e.g., a T2-weighted 2D RARE sequence, TR/TE
2000/12.7 ms, RARE factor 8, 256 matrix, 110 � 100 μm2

spatial resolution and slice thickness 1.2 mm with nine contig-
uous slices can be used. For BOLD fMRI measurements, T2*-
weighted images can be acquired with a single-shot gradient
echo EPI (Echo Planar Imaging) sequence with TR ¼ 1 s and
TE ¼ 18 ms. The spatial resolution of the MR images should
range around 350 � 325 μm2, with a slice thickness around
1.2 mm.

3. For optogenetic stimulation of e.g., ChR2 (for details see
Chaps. 2 and 3), light pulses of blue light (470–490 nm) of
10 ms duration at 9 Hz with a light intensity of 80 mW/mm2

at the tip of the fiber (this is below the threshold of heat-
induced BOLD artifacts, see [59] and Figs. 1 and 2) can be
used. For optogenetic stimulation alongside Ca2+ recordings,
high-intensity light pulses need to be switched on during con-
tinuous low illumination with blue light (1.3 mW/mm2;
corresponding to ~0.05 mW at the tip of the fiber, not

Towards Opto-Magnetic Physiology: Concepts and Pitfalls of ofMRI 269



preventing de-inactivation of the ChR2 peak current at this
intensity) for excitation of the Ca2+ indicator (see [44], Fig. 1),
e.g., by the use of an acousto-optic modulator [46] (Fig. 1a).
Functional data acquisition needs to be synchronized with the
stimulation paradigms.

4. For details regarding the Ca2+ recording setup and correspon-
dent data sampling please refer to [4, 44].

2.4 Ensuring the

Specificity of ofMRI

Here, we describe a straightforward experimental approach to con-
trol for the apparent BOLD effect caused by heating, for details on
the rationale of the experiment please see also [59] and Sect. 1.5.
Briefly, the experiment takes advantage of the opsin’s channel
kinetics. Upon light stimulation, opsins respond with a high ampli-
tude peak current, followed by a longer lasting steady state current
(Fig. 3), governed by the intrinsic photo-cycle of the opsin (see
Chap. 3). The completion of the photo-cycle and recovery of the
peak current requires about 10 s in the absence of stimulation light
(see Chap. 3, Fig. 3 and [42, 62]). Consequently, by continuous
light delivery, the de-inactivation of the peak current is prevented.
Provided that the light intensity is titrated so that just the peak
current suffices to evoke an AP, the spike related BOLD signal can
be decoupled of any effect produced by the mean energy delivered
to the tissue.

1. Outside the scanner, titrate the light intensity (single pulse
stimulation) so that only the peak current evoke action poten-
tials (see Fig. 3a), ideally using electrophysiology as readout
(see Chap. 8). This will define the minimal light intensity
necessary to evoke AP. In our lab, delivering 80 mW/mm2

with a 200 μm fiber (see above), yielded specific BOLD
responses (see Fig. 3), and we estimated suprathreshold
power reaching all cortical layers, when the fiber is placed
over the dura mater (see [4]). The Optogenetic Resource
Center of Stanford University (http://web.stanford.edu/
group/dlab/optogenetics/) also provides a tool for a quick
check of predicted irradiance values for different fiber dia-
meters, based on a model informed by direct measurements
in mammalian brain tissue (https://web.stanford.edu/group/
dlab/cgi-bin/graph/chart.php).

2. Apply this very light intensity in single pulses of 10 ms duration
inside the scanner while recording fMRI.

3. This optogenetic stimulation should result in a spatially con-
fined BOLD activation in the opsin-expressing area (Fig. 3b).

4. Apply the same pulse sequence as in the previous point, but
additionally apply constant light with an intensity of about
11 mW/mm2. This constant light does prevent the de-
inactivation of the peak current (Fig. 3a).

270 Miriam Schwalm et al.

http://web.stanford.edu/group/dlab/optogenetics/
http://web.stanford.edu/group/dlab/optogenetics/
https://web.stanford.edu/group/dlab/cgi-bin/graph/chart.php
https://web.stanford.edu/group/dlab/cgi-bin/graph/chart.php


5. This last stimulation paradigm (brief pulses of the minimal light
intensity necessary to evoke an AP and additional illumination
with 11 mW/mm2) should lead to no BOLD response
(Fig. 3c). If this is the case, then the specificity of the optogen-
etically evoked response is undoubtedly proven, as an apparent
heat-induced BOLD effect is not sensitive towards additional
constant light.

6. As an additional control experiment, apply the single-pulse
optogenetic stimulation in animals injected with a fluorophore
instead of an opsin.

3 Notes

1. Bio-monitoring is crucial in any in vivo experiment, but partic-
ularly in the scanner bore animal body temperature can drop
severely and should be continuously controlled to maintain
physiological conditions in which neuronal responses can be
measured reliably. Also breathing and heart rate should be
monitored closely.

2. Anesthesia needs to be carefully controlled in order to maintain
a systemic state allowing for meaningful measurement. Tem-
perature, breathing and heart rate (see above) depend closely
on anesthesia levels. Also the state of the network and therefore
neuronal response properties highly depend on anesthesia
depth. Animals should be supplied with a mixture of 80% air
and 20% oxygen.

3. The hemodynamic response functionHRF is a cornerstone in the
analysis of fMRI data, since the HRF is convolved with the raw
BOLD signal in order to detect the underlying BOLD dynam-
ics. Crucially, much analysis software relies by default on a
stereotypical HRF derived from humans. Thus, in order to
accurately represent BOLD dynamics, it might be necessary
to use an empirical HRF, derived from BOLD dynamics from
measured data of the animal model of choice. Within the
animal model domain, HRF in rats have shown robust similar-
ity between sensory and optogenetic stimulation [37]. Thus,
no particular approach needs to be deployed in the analysis of
BOLD signals evoked by optogenetic stimulation as compared
with sensory stimulation.

4. While a combination of optogenetics and optic fiber-based Ca2+

recordings alongside fMRI in our view greatly expands the
possibilities of ofMRI, it poses significant challenges: When
“only” combining optogenetics and fMRI, fiber commutators
can be used, enabling chronic experiments and repeated mea-
sures of the same animal. However, the current generation of
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commutators yields to significant loss of light. This is tolerable
using stimulation-only (optogenetics experiments) however, if
the fiber is additionally used for light collection, as it is the case of
Ca2+ recordings, the emission light ranges in the nanowatt
intensity, so the loss of light due to the commutator can often
not be afforded. Therefore, we suggest to start these experi-
ments involving Ca2+ recordings in acute preparations, and only
in case of very good SNR, the use of commutators can be
attempted.

4 Outlook

Clearly, even though the proof-of-concept studies implementing
optogenetics and fMRI were published already 7 years ago [9], the
broad implementation of this technique in the preclinical imaging
community is still rather slow and might require substantial more
time and efforts. Similar to the first years of the advent of optoge-
netics in basic neuroscience (2006–2010), concerns on the speci-
ficity and selectivity of ofMRI [17, 26, 59] may be one reason for
the hesitation of the vast majority of neuroimaging scientists to
adopt this technique, despite the apparent advantages. With this
chapter, we aimed at demonstrating, that by using the appropriate
and straightforward control experiments, a specific and meaningful
ofMRI experiment is a feasible endeavor. Second, the majority
of neuroimaging labs are not equipped for the additional experi-
mental techniques required for the implementation of optoge-
netics: injection of viral vectors, control of expression by confocal
microscopy, and implantation of optic fibers. Last but not least, a
specific coil with a lead-through for an optic fiber is required for
conducting ofMRI; and this lead-through poses limitations on the
geometry of the coil design. Currently, only surface coils with a
lead-through are commercially available (Bruker, Billerica, MA;
RAPID Biomedical, Rimpar, Germany), at a considerable cost.
However, we strongly believe that the field of ofMRI will greatly
expand in the near future. Current new concepts expand the use of
ofMRI to the field of regenerative medicine (please see also Chap.
5), probing the functional integration of stem cells [40]. Further-
more, in our view, the use of the same implanted optic fiber as a
readout of neuronal activity in addition to optogenetic manipula-
tion has not gained appropriate attention yet [3, 4]. With the
commercialization of optic fiber-based recording setups (e.g.,
NPI electronic, Tamm, Germany; Doric Lenses, Quebec, Canada)
these approaches will in the future not be limited to labs with the
capability of in-house design and construction of these setups.
Along those lines, as genetically encoded Ca2+ indicators [50] and
all optical approaches [63] are coming of age, the critical
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roadblocks for fMRI combined with optical techniques have been
overcome.

While optogenetic modulation of neuronal circuits will never
fully emulate e.g., sensory-driven activation, the initial concerns on
the nonspecificity of ofMRI in terms of network activation [17]
have been adequately addressed [4]. The scope of optogenetic
network activation seems to be at least similar to sensory evoked
activation, and by using fast ramping up of light intensities, also the
artificially high degree of synchronicity can be avoided, taking
advantage of differential expression strength of opsins in-between
neurons: lower light intensities at the beginning of the pulse will
first lead to spiking of highly expressing neurons, followed by the
spiking of lower-expressing neurons at higher light intensities.
Consequently, ofMRI can be an indispensable tool in our endeavor
to understand how sensory afferents are being represented in neu-
ronal network with global brain-resolution. The last critical road-
block is represented in the clinical translation of ofMRI. While this
holds true for the entire field of optogenetics (see Chap. 14), this
roadblock is particularly critical in the field of fMRI, in which the
straightforward translation has been a major asset of the method.

Together, we might summarize that the current shortcomings
and difficulties of opto-fMRI are by far excelled by the tremendous
new possibilities in causally exploring neuronal networks with
brain-wide resolution.
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Chapter 14

Optogenetics: Lighting a Path from the Laboratory
to the Clinic

Hannah K. Kim, Allyson L. Alexander, and Ivan Soltesz

Abstract

The advent of optogenetics has brought about an unprecedented ability to control neuronal activity with
great spatial and temporal precision. Questions about neuronal circuitry that had previously been impossi-
ble or extremely difficult to test suddenly have become viable experimental questions. Although optoge-
netics was originally pioneered for use in neurons, it is now clear that systems as diverse as atrial
cardiomyocytes, pancreatic islet cells, and tumor cells can be manipulated with this technique. A great
many of the studies that employ optogenetics propose that this new technology can be used as therapy for a
variety of pathologies. For example, optogenetic strategies in animal models have restored sight to blind
rodents, stopped seizures in epileptic animals, and abolished behavioral manifestations of addiction in
cocaine-treated mice. It is no surprise, then, that one of the most oft-asked questions is if and when
optogenetics can be used as a treatment in the clinic. Will optogenetic technology ever be safe enough to
use in human therapies? In this closing chapter, we will briefly review the current state of optogenetic
technology in relation to translational efforts, discuss the ethical issues surrounding the use of optogenetics
in human patients, and finally examine several lines of experimental evidence that illustrate the potential
clinical uses of optogenetics.

Key words Optogenetics, Clinical translation, Animal models

1 Introduction

When imagining the possibilities of optogenetic therapy in the
clinic, the mind’s eye might paint a futuristic picture of patients
sitting at home, lights flashing in their brains to stop Parkinsonian
tremors, within their eyes to allow them to read the morning paper,
or perhaps within their ears to allow them to listen to their favorite
song again. With the rapid progress of optogenetic tool develop-
ment and its application in so many studies of human disease and
disorders, will the aforementioned picture eventually become a
reality, or remain in the realm of science fiction?

The advent of modern optogenetics, combined with existing
genetic and viral tools for targeting specific cell types, brought
about the unprecedented ability to control the activity of specific
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cell types (see Chaps. 1 and 2). Not surprisingly, the promise of
translational applications of optogenetics was grasped in a short
time, as evidenced by numerous new studies that applied this
technology to animal models of disease, often revealing promising
refinements to existing treatments or new therapeutic targets for
human diseases and disorders (see Chaps. 11 and 12). However,
while optogenetics has been unquestionably valuable in the labora-
tory, there are certainly many barriers, both technical and ethical, to
translating this technology into the clinic. For example, the current
optogenetic tools and experiments leading to potentially translat-
able results are optimized for small, genetically modifiable organ-
isms, and not necessarily for primates (see Chap. 12). In some cases,
a better understanding of human neuronal circuits and other phys-
iological systems is needed before these discoveries in model sys-
tems can be translated for human use.

Progress towards clinical application of optogenetics is being
made on numerous fronts, including improvements in optogenetic
technology, and an increase in the number of translational studies
that are taking advantage of the clinical potential of optogenetics.
This chapter discusses recent technological advances regarding
optogenetics, particularly in relation to applying the technology
to the nonhuman primate brain. This section is followed by a
discussion on the general practicality of optogenetic therapies, as
well as ethical issues that arise from considering such a complex
therapy. Finally, we will discuss clinically relevant model organisms
to give a few examples of how optogenetics-based research has
supported its use as a clinical therapy.

2 How Close Are We? The Current State of Optogenetic Progress Towards Clinical
Use

2.1 The Tools:

Opsins, Gene

Expression, and Light

Delivery

At this time, optogenetics is largely used as a research tool for
furthering understanding of the brain and many other organ sys-
tems. From experimental and preclinical tests, it is clear that opto-
genetics offers a powerful method of controlling cellular activity
and synaptic transmission, and much has been learned regarding
neuronal circuitry and potential treatments for neurological disor-
ders. However, just how close is the scientific and medical commu-
nity to seeing this tool being applied in the clinic? There is no
arguing that optogenetics offers a powerful technique for manip-
ulating neural circuits, either by teasing apart circuits to discover
previously unknown or untested components, or by testing how
modulation of a circuit changes behavioral output. One can easily
envision such tests leading to the discovery of new treatment tar-
gets or to the modification of current treatments to improve behav-
ioral outcomes. However, while effective, most current optogenetic
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methods that are used to probe neural circuits and test treatments
in animal models of disease are not directly usable in humans.

Undoubtedly, opsin technology has advanced in leaps and
bounds since its conception. Opsin development and advancement
have continued since the publication of the first evidence of the
effectiveness of Channelrhodopsin-2 (ChR2) in murine neurons in
2005 [1]. However, while powerful in experimental settings, these
opsins had significant limitations that would complicate or prevent
some of the brain disorder-related applications in the clinic, such as
displaying relatively slow kinetics, the need for high intensities of
light stimulation to achieve physiological responses, and the fact
that some opsins have peak responses to wavelengths of light not
suited for penetrating deep into neural tissue [2, 3] (see Chap. 3).
In order to overcome these limitations, development of newer
versions of opsins is proceeding rapidly, for example the develop-
ment of Chrimson, which is a channelrhodopsin that is activated by
surprisingly low intensities of red light [4]. The longer wavelength
of red light, which also activates another channelrhodopsin variant
known as ReaChR, can penetrate deeply into tissue including
through the skin and skull in mice [5]. Other newer opsins include
Chronos, a fast opsin variant [4], and CheTA [6], which also
achieves faster kinetics compared to the original ChR2. Chrimson
and Chronos, in particular, were developed to be used simulta-
neously in the same organism since their absorption spectra are
separated enough that light stimulation of one opsin does not affect
the other, allowing for two cell populations to be controlled at a
time [4]. In addition to opsins, optically activated G-protein cou-
pled receptors (opto-GPCRs) are also being developed and they
have been used effectively to control cellular processes, and the fact
that there are already approximately 800 known GPCRs suggests
that there may eventually be ways to control many different cellular
processes as more opto-GPCRs are developed (Reviewed in [7]).
With the rapid development of different tools, it is almost certain
that opsins and opto-GPCRS with kinetics and responsiveness
tailored to specific purposes and treatments will be feasible.

Achieving specific targeted stable expression of the opsin gene
is another major hurdle. In preclinical settings, numerous methods
have been used for expressing opsins in model organisms in the cells
of choice, such as through genetically modified animal lines, elec-
troporation, viral transduction, and others (see Chaps. 1 and 2).
Transgenics and electroporation are not feasible in humans, and
these are unlikely to be effective options even for nonhuman pri-
mates, given the difficulty in manipulating the primate genome.
The use of viral vectors based on adeno-associated virus (AAV) or
lentivirus, which is a well-established technique in animal models,
offers the most promise for translational use. Indeed, AAV is
thought to be quite safe for use in humans. Thus, it has been
used in over one hundred clinical trials and an AAV-based gene
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therapy has even been approved for clinical use in Europe for the
treatment of lipoprotein lipase deficiency (Reviewed in [8]). There-
fore, AAV can potentially also be employed for future clinical trials
of optogenetics. Despite this, there are many uncertainties regard-
ing the use of viral vectors for gene expression in patients. For
example, gene expression through viral infection is usually not
even across all targeted cells (see Chap. 8), the virus may spread
to areas that were not originally targeted, and the expression may
not remain stable over a patient’s lifetime. Other concerns include
possibilities of mutagenesis, cytotoxicity, or immune response [9].

The combination of optogenetics and stem cell injections offers
an exciting way to solve the problem of how to deliver light-
sensitive opsins to the human brain without using viruses (see
Chap. 5). In this model, stem cells would be transfected with a
gene for an opsin and then injected into the area of interest. Three
recent studies have taken major steps toward the realization of this
goal. In the first, neuronal precursors were harvested from the
medial ganglionic eminence of embryonic, ChR2-expressing
mice. These cells were then implanted into the dentate gyrus of
epileptic mice where they developed into functional light-sensitive
inhibitory neurons that were functionally integrated into the cir-
cuit. Mice with these implants that received light stimulation had
fewer seizures than controls [10]. In the second study, human
embryonic stem cells (ESCs) were transfected with gene for the
inhibitory opsin halorhodopsin, differentiated into dopamine neu-
rons, and injected into the midbrain of hemi-parkinsonian mice.
The dopamine neurons integrated into the basal ganglia circuitry
and led to behavioral improvement in the mice, unless the dopa-
mine neurons were optogenetically inactivated [11]. In the third
study, ChR2-expressing human induced pluripotent stem cells were
differentiated into neurons and then transplanted into rat striatum.
Using a functional MRI-compatible optrode (i.e., a combination of
an optical fiber and an electrode), the researchers were able to
modulate neuronal activity in the rat via light pulses, and detect
the changing activity both with the electrode and with the MRI
signal, demonstrating that light-sensitive human stem cell-derived
neurons can be effectively incorporated into functional brain net-
works and that this activity can be monitored noninvasively with
technology that is safe for patients [12] (see Chap. 13). Although
stem cell injections are not approved for human use currently,
recent clinical trials of stem cell injections into the brain after stroke
have demonstrated good safety profiles. Several of these trials have
even shown promising neurological results [13]. Therefore,
engraftment of optogenetically transformed stem cells offers a
promising translational tool for clinical therapy.

Another roadblock for successful translation of optogenetics
into the clinic is the effective delivery of light to the structures
being targeted. This is especially true for neurological applications,
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considering the significant increase in scale between a rodent brain
and the human brain. Current research in the laboratory often
employs optical fibers coupled to lasers or LEDs to deliver light
to deep brain structures. Delivery of light in this manner is invasive
and, for some applications, would require multiple lights implanted
into deep brain structures, such as a LED diode array that includes
multiple electrodes and micro LEDs [14]. Surgical implantation of
a light source deep in the brain may result in complications similar
to those of deep brain stimulation (DBS), of which infection and
hemorrhage around the implanted device are the most serious as
they can lead to permanent neurological compromise. The risks of
these complications could be even higher than in DBS if the light
source has a short functional life span and requires frequent replace-
ment. Currently used optical sources in the laboratory also require
bulky power sources that would be unsuitable for human implanta-
tion. Future technology may include the development of a power
source which is small and implantable, similar to the batteries for
cardiac pacemakers or DBS electrodes. Even more intriguing is the
possibility for an implantable mini-LED that is very light and can be
charged wirelessly [15].

In some cases, it may be possible to avoid inserting optical
fibers into the brain by targeting more distal areas of the nervous
system such as the spinal cord or peripheral nerves. For example,
preliminary data suggest that AAV8 can be used to successfully
deliver opsins to sensory neurons in the spinal cord via lumbar
puncture, a commonly performed procedure in humans. Using
this system, light inhibition of the sensory neurons provided pain
relief in a mouse model of chronic pain [16]. The spinal cord and
peripheral nerves might be more approachable not only for gene
delivery but for light delivery as well. For example, an intriguing
soft optoelectronic system was invented by Park and colleagues that
is wireless and fully implantable. This system can be implanted
epidurally over the spinal cord or under the gluteus maximus to
illuminate the sciatic nerve [17]. Therefore, choosing targets wisely
may avoid the complications of implanting optical devices into the
brain (see Chaps. 11 and 12).

There are alternative approaches to standard optogenetic
options which may offer clever translational approaches for neuro-
modulation in human patients by using optogenetics as an inspira-
tion. One promising technology utilizes ion channels that are
activated by magnetic fields instead of light, such as Magneto2.0.
This channel has been shown to be effective in changing rodent
behavior in vivo. If this channel could be expressed in humans, this
might obviate the need for an implanted device at all, as the mag-
netic field could be applied externally [18]. Another type of neu-
romodulation does not rely on genetic manipulation of human cells
at all. Transcranial magnetic stimulation (TMS) is a noninvasive
modality of neurostimulation which relies on externally applied
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strong magnetic fields to induce electrical currents in the cortex.
This therapy offers exciting possibilities because it has already been
FDA-approved to treat refractory unipolar depression, with a high
degree of efficacy given the difficulty of treating these patients [19,
20]. A recent clinical trial has shown that focusing the TMS on the
dorsolateral prefrontal cortex (PFC) in cocaine-addicted human
patients resulted in promising increases in the number of drug-
free patients in the treated versus the placebo arms [21]. The idea
for this study was based on results from a prior study in mice
showing that optogenetic activation of the rat medial PFC (the
analogous area to human dorsolateral PFC) led to decreases in
drug-seeking behavior [22, 23].

2.2 The Nonhuman

Primate Bridge to

Human Optogenetics

In addition to improving technical aspects of optogenetics, making
the jump from model organisms such as invertebrates, zebrafish,
and rodents to humans is not a simple feat, and there are many
differences to consider beyond simple size scaling (see Chaps. 6 and
7). In order to address some of these, optogenetic research in
nonhuman primates is a growing field that aims to provide a late
preclinical foundation to develop and improve optogenetic tech-
nologies, and to overcome some of the roadblocks preventing
translation to humans. As mentioned, development of genetically
modified animal lines that can express opsin genes in specific cell
types, while extremely useful in mice and other model organisms, is
not feasible in monkeys, other nonhuman primates, and of course,
humans. Currently, the remaining options are viral construct injec-
tions and stem cell grafts. The development of viral technology that
targets specific cell types in monkeys and nonhuman primates was
initially slow, due to limited numbers of available promoters and the
challenge of developing new viral technologies for monkeys and
nonhuman primates. The technical aspects of viral vector design
and cell-type specific targeting strategies in primates is beyond the
scope of this chapter, but has been reviewed previously [24].

Nevertheless, there has been a recent explosion of optogenetic
studies in nonhuman primates. The visual systemhas been the target
of many of these studies. Early attempts to transfer optogenetic
technology to primate systems led to successful transfection of neu-
rons with AAV-based vectors [25], and successful neuronal opsin
expression resulting in local electrophysiological responses [26–28].
Later studies, using new viral constructs, were able to achieve mile-
stones such as behavior modulation [29–31], and then pathway-
specific [32] and cell-specific [33] targeting of opsins into the visual
system. Success has alsobeengained recently inother neural systems,
such as the ability to optogenetically stimulate long-range projec-
tions in the motor system, in both cortico-thalamic and thalamo-
cortical directions [34]. The problem of scaling up in size from
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rodent tomonkey brain has also been addressed by taking advantage
of existing technology such as the use of convection-enhanced,
MRI-guided delivery of the viral vector, a clear artificial dura to
provide light access to the cortex without the need for an optrode,
and micro-electrocorticographic arrays for large-scale electrical
recordings [35]. With these improvements, the authors were able
to achieve a large area of expression of the excitatory opsin C1V1 as
measured on the surface of the sensory-motor cortex, with stable
expression up to 27 months post-injection.

An exciting step in the pathway to the clinic has recently been
made. A pioneering new study in human tissue resected at epilepsy
surgery has shown that human neurons can be successfully trans-
fected with ChR2 using a lentiviral vector [36]. This is the first
demonstration of optogenetic manipulation of human brain tissue.
This breakthrough, combined with the above-mentioned achieve-
ments will likely lead the way to the development of a library of
targeting methods for specific pathways and cell-types in the pri-
mate brain. Questions that remain to be answered include the
stability, specificity and coverage of virus-mediated gene transfer,
methods of replacing light sources when failure occurs, and the
general safety of optogenetic therapy in the primate brain.

2.3 Ethical

Considerations of

Optogenetics

Even as optogenetics was first unveiled as a cutting-edge tool that
provides the almost unprecedented ability to finely control neuro-
nal activity both temporally and spatially, it was touted as a potential
therapeutic modality that could overcome the unknowns and defi-
ciencies in currently available treatments for various neurological
disorders. However, it is important to step back and consider not
only the significant technical issues to be resolved before such a step
can be taken, but also the ethical considerations to be made as well.
Some ethical issues stem from the practicality of effectively employ-
ing optogenetics compared to currently available treatments, such
as the dangers of needing multiple viral injections and the necessity
of invasive device implants for upcoming clinical trials. Some ethical
issues are philosophical, due to the potential ability of optogenetics
to alter natural neurological function, and therefore change behav-
ioral output in people. In fact, there is a novel field termed “neu-
rogenethics” which contemplates the ethical, legal, and social
implications of the modulation of the genome in the nervous
system [37].

There are already general concerns about safety in using viral
vectors, since they are currently the most common method of
delivering opsin genes to specific cells. There have been risks
found associated with viral vectors, such as immune responses,
insertional mutagenesis, clonal expansion, and tumorigenesis [9].
These safety issues are particularly prominent with lentiviral vectors,
as many lentiviruses, including HIV, are human pathogens. AAV,
however, is a nonpathogenic virus. In addition to this, there is the
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concern that the virus-delivered genes are introducing nonhuman
DNA into patients, with unknown long-term consequences.

In addition to gene therapy, successful application of optoge-
netics in the clinic will require invasive modifications to the brain,
such as the implantation of a light source and perhaps an optical
fiber in cases where the brain areas are not readily accessible, and
possibly multiple virus injections in case the original treatment is
not effective or does not cover the necessary volume or surface area
needed [38]. To justify these complex series of surgeries, the thera-
peutic potential would have to far outstrip the benefits offered by
currently available, less invasive treatments. In addition, such a
complex treatment has the potential to be exceedingly expensive,
and there could be concerns that it will ultimately become a treat-
ment only for the wealthy.

Most of the ethical questions raised by optogenetics are not
new ones, but ones that have been raised previously whenever a
therapy can alter human DNA and behavior [39]. One can imagine
the possibilities considering the behavioral manipulations that have
already been accomplished: implanting false fear memories [40],
artificially changing aggression levels [41, 42], enhancing recogni-
tion memory [43], among others. As with all behavior-modifying
treatments, there is as much the potential for abuse as there is the
potential for treatment and healing. For example, there are rodent
studies that optogenetically manipulate hypothalamic circuits and
cause mice to attack benign objects due to increased aggression
[41]. Perhaps such a technology could be used to decrease violence
and aggression in patients who have difficulty controlling aggres-
sive tendencies, but on the other hand it is not difficult to imagine
such a technology being used to increase aggressiveness when
needed, such as in the military [44]. Another possibility is that
optogenetics could be used to treat neuronal disorders such as
Parkinson’s and schizophrenia. However, once the infrastructure
of optogenetics has been implemented in a person, whether for
aggression or disease treatment, this essentially creates a platform
by which a person’s thoughts or behavior can be altered [39]. Is it
ethical to cause this altered state of mind? Who will be responsible
for the settings of such mind-altering tools [39]? Can this be taken
further into the realm of cognitive enhancement [45]? Will the
alteration of neural activity lead to unintended or “off-target”
behavioral effects [37]? Though it remains to be seen in the upcom-
ing years if optogenetics will be a viable clinical treatment, due to
the ethical questions raised, there is still great value in the discus-
sion and any answers that are reached.
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3 Why Is Optogenetics So Promising as a Therapy? Evidence from Many Animal
Models

As groups from a diverse number of laboratories and fields adopted
optogenetics in a rapid fire manner over the past years, a stunning
number of studies in animal models has emerged that all point to
the effectiveness of optogenetics as a potential treatment for various
diseases and disorders. This section addresses several such potential
areas of optogenetic therapy: (1) optogenetics as a method of
overriding and controlling uncontrolled activity, utilizing temporal
and spatial specificity to bypass side effects of many drugs and direct
stimulation methods; (2) optogenetics as a tool to modify and
refine currently existing and approved therapies (e.g., deep brain
stimulation); (3) optogenetics as a method to restore sensory sys-
tems; (4) restoration of motor function with optogenetics.
Whether or not these studies ultimately lead to clinical applications,
they provide strong evidence of the translational potential of
optogenetics.

3.1 Taking Control

of the Uncontrolled

Optogenetics derives its power from the ability to control cellular
activity. Therefore, an obvious application of optogenetics is to
exert control in cases where cellular activity is aberrant. Experimen-
tal studies have successfully used optogenetics to modulate such
misbehaving cells in models of epilepsy and cardiac arrhythmias.

Normal brain function requires excitation and inhibition of
neurons that is tightly controlled at the millisecond time scale.
However, when this control is lost due to one of a number of
different causes, such as injury, fever, or genetic mutations, neuro-
nal activity can become excessive or hypersynchronous and cause
seizures. In the epileptic brain, such loss of control is usually
spontaneous and recurrent, leading to loss of motor control, aware-
ness, and even memory. One of the touted strengths of optoge-
netics is the ability to exert control over specific subtypes of
neurons, and as such, was quickly considered as a potential method
of stopping seizures in their tracks. Indeed, in a model of temporal
lobe epilepsy, spontaneous focal seizures were significantly
decreased in duration and generalized seizures decreased in occur-
rence when hippocampal principal cells were inhibited or subsets of
interneurons were excited through optogenetics [46]. In another
example, cortical seizures induced by stroke were optogenetically
suppressed utilizing long-range thalamocortical neurons [47], and
tetanus toxin-induced neocortical seizures could also be suppressed
by optogenetically inhibiting principal cells [48]. These findings
demonstrate that optogenetics is undoubtedly a powerful tool that
has great potential for translational application in seizure control.

Ultimately, the cell-type specificity and spatial precision of
optogenetic stimulation should be able to eliminate unwanted
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side effects that plague many currently available treatments.
Most patients are treated with anti-convulsant medications, which
can affect the entire body, and cause side effects ranging from
blurry vision and unsteadiness, to liver problems and low blood
cell counts. In addition, many of these medications used to treat
epilepsy suppress neural activity and therefore can cause problems
with cognitive functions, such as thinking, learning, and attention.
Surgical treatments are options for a selected group of epilepsy
patients, but may also lead to complications such as infection,
hemorrhage, and cognitive decline. Though the actual application
of optogenetics to treat epilepsy patients is not feasible at this time,
the results from the above preclinical studies already have profound
implications for future epilepsy treatments or modifications of
current treatments. For example, probing neural circuits in epilep-
tic brains can lead to the discovery of new targets, which may be
remote from the seizure focus that can act as a chokepoint for
halting seizures. Such chokepoints could be used as targets for
currently-approved treatments such as DBS or responsive neuro-
stimulation. For example, optogenetic intervention during seizures
has shown that there are regions such as the dentate gyrus that can
serve as a gate to stop the spread of seizure activity [49]. Other
studies of epileptic rodents revealed that optogenetic manipulation
of neurons in areas physically distant from the ictal focus—such as
the cerebellum, thalamus, or superior colliculus–may act as choke-
points to suppress seizure propagation [46, 47, 50–53]. Computer
modeling of the human cortex has provided additional insights into
how optogenetics might be able to control seizures in patients
[54, 55]. The knowledge from these studies will give insights into
how different kinds of epilepsies can be targeted for treatment.
Even in cases where the epileptic focus is unknown or diffuse,
optogenetic targeting of these gates or chokepoints may be able
to provide treatment.

Loss of control of electrical propagation between cells is not
limited to the nervous system, but is the problem underlying
cardiac arrhythmias such as atrial fibrillation. Cardiovascular biolo-
gists have begun to look towards optogenetics as a method to
bypass some of the negative effects of current treatments. For
example, typical treatment for arrhythmias may include drugs,
such as warfarin or other anti-coagulants, with dangerous side-
effects, or may consist of electrotherapy to cause defibrillation.
However, this process causes pain due to the stimulation of skeletal
muscle near the heart, and long electrical stimuli can lead to fara-
daic charge transfer due to redox reactions at the electrode, which
can cause corrosion of electrodes and production of toxic chemical
species, limiting the length of stimulus that can be used by current
methods.

Thus far, a number of different approaches in applying opto-
genetics to animal models of cardiac arrhythmias have been
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progressing. In an initial study by Bruegmann et al., ChR2 was
expressed in embryonic stem cells under an actin promoter. Light
activation of the resulting cell line and mouse strain was able to
successfully modulate electrical behavior in cardiomyocytes both
in vitro and in vivo [56]. Further work using transgenic expression
of ChR2 and halorhodopsin showed successful control of zebrafish
cardiomyocytes in vivo [57], and following this, viral transfer of
ChR2 into human ESCs resulted in cardiomyocytes whose activity
could be controlled by light stimulation in vitro [58]. Exciting new
work has shown that heart rate can be directly modulated in vivo by
optogenetic stimulation in Drosophila larvae [59]. Researchers
have now been able to optogenetically stop pathological rhythms
in an in vitro model of atrial fibrillation [60]. Simulations of a
biophysically realistic human cardiac ventricle demonstrated that
optical defibrillation is possible if the cardiomyocytes express a red
light-sensitive opsin [61].

In addition to transgenics and viral transfer of opsins, another
method of opsin delivery is to engraft opsin-expressing cells onto
native tissue, as it has been shown that grafted cardiac tissues can
electrically couple to existing heart tissue [62]. Grafting offers an
obvious translational advantage as this technique does not require
germ-line mutation or in vivo viral transfection. Other advances
include melanopsin-expressing ESCs differentiated into cardio-
myocytes, which are of note in that these require extremely low
levels of light stimulation in comparison to traditional ChR2 meth-
ods, which could allow for light stimulation of cardiomyocytes
using much more compact light and power sources than currently
would be required [63]. Considering these options, optogenetics-
based tools could potentially be applied not only to better under-
stand cardiac dysfunction, but to also be used as a therapeutic in the
future, perhaps correcting the timing of action potentials found in
heart rhythm disorders, ending arrhythmias in a pain-free manner,
and developing optical pacemakers that are more specific and pow-
erful than current versions.

3.2 Teaming Up

Optogenetics and Deep

Brain Stimulation: Fast

Lane to the Clinic?

There is no question that it will take time and much refinement of
optogenetic tools before safe translation into the clinic is possible,
for most types of neurological disorders, especially as many of these
are caused by abnormalities deep in the brain, as discussed earlier. It
has been proposed that, while efforts are being made to translate
optogenetics to human treatments, other efforts should be directed
towards using optogenetics to “inspire” modifications and
improvements to currently existing and approved clinical treat-
ments [64]. In particular, this current movement targets DBS,
which has been FDA approved for treatment in disorders such as
Parkinson’s disease, obsessive compulsive disorder, essential
tremor, and dystonia (Reviewed in [65]). DBS can provide allevia-
tion from symptoms in these disorders, but the mechanism that
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underlies the therapeutic nature of DBS is essentially unknown, and
the treatment also comes with a number of side effects due to the
nonspecific nature of electrical stimulation. Perhaps it is possible,
then, to simulate DBS in animal models using optogenetics to
achieve the desired treatment effects but without undesirable side
effects, and then use this new knowledge to produce a new, mod-
ified DBS therapy. In this section, we discuss the first studies that
clearly demonstrated the potential of modifying DBS based on
optogenetic manipulation of neural circuits in the study of addic-
tion. Then we will briefly discuss whether a similar strategy may be
feasible in Parkinson’s Disease and clinical depression.

Drug addiction, in general, is difficult to treat because of path-
ological changes in neuronal plasticity that lead to patients often
suffering from relapses. With cocaine addiction, past work has
shown that addiction-related behavior can be suppressed by the
application of optogenetic suppression to the medial prefrontal
cortex, which projects to the nucleus accumbens [66, 67]. How-
ever, a classic high-frequency DBS protocol to the shell of the
nucleus accumbens only showed a transient effect on addiction-
related behavior, perhaps because the DBS paradigm did not affect
synaptic plasticity [68]. Optogenetic manipulation has the advan-
tage of being limited to one cell type—in this study, ChR2 is
expressed in the medial prefrontal cortex, which projects excitatory
afferents to the nucleus accumbens. By comparing the differences
between optogenetic stimulation and DBS on the nucleus accum-
bens, the authors of this study realized that low frequency optoge-
netic stimulation caused long term depression (LTD) in the
medium spiny neurons (MSNs), though this did not work for a
similar low frequency DBS protocol [68]. Previous work had
shown that a blockade of dopamine receptor D1 (D1Rs) was
necessary for this LTD to occur [69]. Therefore, to replicate the
effect of optogenetically induced LTD on the MSNs, chemical
antagonists of D1Rs were added systemically, finally allowing DBS
stimulation to eliminate the behavioral sensitization to cocaine after
a single stimulus treatment. These types of discoveries, made using
insights gained from optogenetic studies, have great potential for
clinical application through modification of current technologies,
even while waiting for actual optogenetic tools to move into clinical
trials.

While other studies have not yet actively tested modified DBS
paradigms based on new findings from optogenetic studies, there
are many other neurological disorders that rely onDBS therapy that
may benefit from modifications discovered through the use of
optogenetics. For example, Parkinson’s disease patients can receive
DBS to the subthalamic nucleus to treat the persistent tremors that
are characteristic of this disease. As with most other DBS treat-
ments, the mechanism that underlies this therapeutic effect is in the
process of being researched, and chronic DBS stimulation produces
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unwanted side effects, such as pathological motor function, since
the subthalamic nucleus modulates motor activity. Perhaps opto-
genetics can provide the means to this knowledge, such as with
addiction research. For example, the optogenetic excitation of the
D1R-mediated direct pathway in the basal ganglia completely res-
cued the motor symptoms of 6-hydroxydopamine lesioned parkin-
sonian mice [70]. Understanding exact mechanisms and pathways
by which DBS is useful in Parkinson’s may help to tailor this
technique in the future.

Clinical depression is another neurological disorder in which
various brain regions have been targeted with DBS in patients in an
attempt to provide antidepressant effects [71]. The treatment is still
experimental, and the first randomized controlled trial did not show a
significant response, but pilot studies using different targets have
shown promising results [72, 73]. Research is underway, using opto-
genetic experiments to better understand the therapeutic mechan-
isms of DBS that lead to antianxiolytic and antidepressant effects
(Reviewed in [74]). Two such experiments revealed that specific
optogenetic manipulation of dopamine neurons in the ventral teg-
mental area could exert antidepressant effects. Strikingly, different
models of depression required opposing types of ventral tegmental
area (VTA) neuron modulation. In a mild but chronic model of
depression, optogenetic excitation of dopaminergic neurons in the
VTA improved the depressive symptoms of treated rodents [75]. In
contrast, optogenetic inhibition of the same subtype of neurons
exerted antidepressant effects on an acute model of stress [76].
While optogenetics is primarily being used as a method to better
understand changes in neural circuitry underlying depression, it is
not difficult to hypothesize that it may be possible to use new targets
found through these experiments or to combine a modified DBS
stimulation protocols with pharmacological agents to emulate opto-
genetics and isolate a particular pathway for DBS effects, in order to
specifically receive benefits without the accompanying side effects.

4 Making Blind Eyes See and Deaf Ears Hear

Sensory systems such as the visual and auditory systems present
excellent potential targets for translation of optogenetic technol-
ogy. The eye and ear are more accessible for implantation or injec-
tion than deep structures of the brain, and they will benefit from the
neuronal specificity conferred by optogenetics.

4.1 Channel-

rhodopsins to do the

Duty of Rhodopsins

Opsins used in optogenetics are channels or pumps that are sensi-
tive to light. Similarly, the rods and cones of the human retina also
contain light-sensitive opsins, essential for light detection in the
visual system. In retinitis pigmentosa, there is an initial phase of rod
photoreceptor degeneration, followed by a phase of degeneration
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of the cone photoreceptors and the retinal pigment epithelium.
However, even after degeneration of rods and most of the cones,
the macula at the center of the retina still retains a layer of cone
photoreceptors, though they are missing or have shortened outer
segments (Reviewed in [77]). Therefore, it is possible that in cases
when the visual system fails due to damage to photoreceptors so
they are no longer able to photoconduct, but still have surviving
cell bodies, optogenetics could be a tool to restore the lost light
sensitivity by inserting opsins into these photoreceptors.

The visual system is perhaps an almost perfect starting point for
testing optogenetics as a clinical application. For one, retinal gene
therapies are already in use: In the case of Leber’s congential
amaurosis, which is a severe form of early onset retinitis pigmen-
tosa, two genes are known to be involved in up to 17% of patients
(Reviewed in [78, 79]). A clinical trial using recombinant adeno
associated virus 2/2 (rAAV2/2) to express one of these genes,
retinal pigment epithelium-specific protein 65 kDa (RPE65), in
the retina, was performed on a number of test subjects, and it
achieved some temporary improvements in vision, though it was
compounded by decline in vision due to the progressive degenera-
tion of photoreceptors [80, 81]. In another clinical trial to attempt
gene therapy treatment of choroideremia, in which the degenera-
tion of choriocapillaries and the retinal pigment epithelium leads to
blindness, expression of the Rab-escort protein 1 in the retina using
AAV2, led to improvements in vision in a subset of subjects [82]. In
addition to the accepted use of viral gene transfer in these clinical
trials, the retina is particularly suited for optogenetics as a treatment
because it overcomes the need for an invasive light delivery method,
and the outcomes can be observed noninvasively.

Optogenetic experiments for vision restoration in animal mod-
els showed great promise even in the earliest studies. In one study,
ChR2 expressed in the retinal ganglion cells in a model of retinitis
pigmentosa, the retinal degeneration (rd1) mouse, allowed the
retina to obtain light sensitivity [83]. However, it is important to
note that nonspecific or ectopic expression of ChR2 does not
restore the function of complex circuitry mediated by retinal inter-
neurons, so improved targeting is required if this is to be a feasible
treatment. Later studies attempted to target opsin expression to
other cells within the retinal circuitry, but were often confounded
by limitations of various gene transfer methods. Electroporation
was used successfully to target ChR2 to a specific type of cell, the
ON-bipolar cells in rd1 mice, in an effort to develop potential
treatments for cases where all photoreceptors have degenerated.
Visually-evoked activity was restored in the cortices of rd1 mice and
allowed animals to respond behaviorally to visual stimuli [84].
However, electroporation is not a method that can be translated
to human gene therapy. Therefore, subsequent studies focused on
using viral gene transfer to express opsins in ON-bipolar cells. One
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major limitation to this approach is that current viral technology
does not result in uniform expression of rhodopsin throughout the
retina. The most concerning aspect of this is that when AAV-
mediated gene transfer is applied to the retinas of nonhuman
primates, most of the expression is around and not within the
fovea [85], which has the highest density of cone receptors and is
crucial for visual acuity. Another major concern is that AAV does
not effectively transduce the inner nuclear layer of the retina, there-
fore groups having been developing modified viral variants of rAAV
which have a much greater transduction efficiency for ON-bipolar
cells [86, 87]. For a more comprehensive review, see [78, 88].

While improvements in viral transfection methods are essential,
there must be a corresponding improvement in opsin technology.
An ideal optogenetic treatment for the retina would allow a person
to see in normal levels of light, to restore vision using constructs
that are physiologically compatible with surviving cells of the retinal
inner layer, display normal trigger features of retinal ganglion cells,
and do not produce toxins or induce immune responses [89].
While there have been advances in producing variants of ChR2
that have much greater sensitivity to light, as described earlier
[90, 91] (Chap. 3), there may be more optimal ways to construct
a light sensitive protein that is more in line with the ideal treatment.
To attempt to develop a retinal therapy that could achieve as many
of these ideals as possible, one group developed a chimeric protein,
called Opto-mGluR which contains the mGluR specific to ON-
bipolar cells as well as the light sensing domains of the photopig-
ment melanopsin [89]. This protein was successfully able to par-
tially restore vision in a rodent model using only natural levels of
daylight. Perhaps tailoring optical components to specific applica-
tions such as in this case for treating blindness, should be a major
consideration for future clinical applications for optogenetics.

The most exciting development in the clinical translation of
optogenetics is that the very first clinical trial of optogenetic tech-
nology is currently underway with an attempt to restore vision to
patients with retinitis pigmentosa. The trials will be performed by
expressing ChR2 in retinal ganglion cells through viral gene trans-
fer, in an effort to allow the patient to regain some vision. Though
at very early stages and with unknown outcomes, this trial will likely
have broad impacts both on vision gene therapy, the neuroscience
community, and the field of optogenetics and its potential as a
therapy in the clinic [92–94]. Now that a clinical trial has been
approved for optogenetic therapy in the eye, this will pave the way
for future trials of optogenetics in other areas such as the brain, the
heart, or the ear as well.

4.2 Hearing the Light While the application of optogenetics to the visual system seems
almost too obvious, other sensory systems also stand to gain much
from the temporal and spatial specificity provided by optogenetics.
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Another sensory system in which optogenetics is gaining traction is
the auditory system, where there has been significant progress in
restoring hearing in animal models of deafness. Electrical cochlear
implants are widely used and are able to restore hearing and speech
comprehension to many children and adults who are deaf or hard of
hearing. However, the quality of hearing provided by these
implants has limitations, such as in sound intensity encoding, and
in pitch discrimination (Reviewed in [95]). Optogenetics can offer
potential solutions to these limitations due to a more specific area of
excitation, which can lead to better resolution of pitch and inten-
sity, leading to an improved quality of life.

The first step in creating an optogenetic cochlear implant
implant is to develop a cochlea that expresses an appropriate
opsin. The first proof of principle experiments showed that the
spiral ganglion neurons (SGNs), which are responsible for trans-
mitting sound representation information to the brain, could be
made to express ChR2 via either transgenic techniques or viral
transfection [96], the latter of which would be more clinically
relevant. In addition, expression of ChR2 has been achieved post-
natally through AAV gene transfer, and expression of a different
modified opsin was achieved prenatally through electroporation
[97]. However, these proof of principle experiments were not
able to show ChR2 expression evenly across the cochlea, and
instead most expression was limited to the base of the cochlea
[96]. The expression of these opsins was clearly effective since
deaf rodents were able to perform behaviors that depended on
sound, such as being trained to cross an arena when a sound was
played [96]. However, one of the current limitations to optoge-
netic hearing therapy is that adult transfection has not yet been
achieved. This is essential, as many that could potentially benefit
from this treatment are adults who have lost most or all their
hearing later in life. Also, accurate light delivery to the cochlea is
necessary as well. A flexible microLED has been developed which is
suitable for use in cochlear implants [98]. While there is more
development of tools and refinement of opsin expression pattern
to achieve, these results indicate that as in the case for vision,
optogenetic therapy has great potential in other sensory systems
as well.

5 Restoring Movement Using Optogenetics

The ability to repair or restore motor circuits after injury to the
spinal cord or spinal nerves through nerve regeneration is an exten-
sively researched yet still an unachieved goal. In the meantime,
other alternate approaches and potential solutions are emerging,
from grafting stem cells or Schwann cells to transplanting a
biological scaffold to allow axonal growth to using brain-powered
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prosthetic frames [99–102]. Optogenetics also presents a compel-
ling solution to controlling muscle function, especially considering
that functional electrical stimulation has already been in use for
contracting muscle fibers. However, lack of specificity of electrical
stimulation causes problems similar to those that arise from DBS.
These include the activation of sensory afferents, which can cause
pain, and unlike in normal muscle contraction, fibers are recruited
in a randommanner than in the proper order, which can cause rapid
fatigue [99].

Early demonstrations of motor control using optogenetics are
very promising indeed. The activation of ChR2-containing neurons
in the vibrissal motor cortex of rats was able to elicit whisking
activity expressed in motor cortex [103]. Transgenic mice expres-
sing ChR2 in peripheral nerves under the Thy1 promoter, when
given light stimulus to motor axons, showed muscle contractions
tightly controlled by the stimulus timing. In addition, muscle fiber
recruitment occurred in the correct order which is essential for
avoiding rapid muscle fatigue [104]. Importantly, the ability to
express opsins in specific cell types would be able to allow optoge-
netic stimulation of motor neurons and avoid sensory afferents
altogether, eliminating another drawback of functional electrical
stimulation. Another study used a combination of transgenic and
optogenetic techniques to demonstrate that axons, newly sprouted
after spinal cord injury, were successfully activated with optogenetic
stimulation of the corticospinal tract, leading to limb movement
[105]. Finally, in an elegant study, ChR2-expressing, stem-cell
derived motor neurons were implanted into damaged sciatic
nerve in the mouse. After engraftment, these motor neurons re-
innervated hindlimb muscles and, when activated by blue light,
were able to cause forceful muscle contractions [106].

6 Outlook

Considering the rapid advances in optogenetic technology and the
push for translation towards clinical use, perhaps the image of
flashing lights in the brain to improve symptoms of neurological
disorders will soon not simply be science fiction. Optogenetic
technology is well on its way to becoming a household term in
the neurosciences, and many other fields as well, and there may be
even more experimental evidence for therapeutic possibilities in
many of these fields. Even from current works, there are many
directions that can potentially be taken, for example, optogenetics
could be used to override abnormal and uncontrolled cellular
activity, such as in epilepsy and cardiac arrhythmias. It can also be
used to learn more about neural circuits in order to modify or
combine currently existing therapeutic technologies, such as DBS
and drugs. And it can perhaps be used to restore activity to
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damaged sensory systems. The possibilities are numerous, and in
fact there are studies looking at using optogenetics in a vast array of
diseases that are beyond the scope of this review: enhancing mem-
ory in Alzheimer’s disease by activating engram cells [107], pro-
moting neurogenesis after stroke [108], control of pancreatic islet
cells in diabetes [109, 110], and even altering of resting membrane
potential of tumor cells to treat cancer [111]. However, these are all
experimental results, and while exciting, there are still barriers even
at the preclinical stages in attempting to achieve functional opto-
genetics in humans and nonhuman primates, and many ethical
considerations to take as the first clinical trials are taking place.
These are exciting times for the future of optogenetics, and we
look forward to new discoveries and its first steps into the realm of
human therapies.
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